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I. Introductory notions
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1. Comma categories and universal arrows

A common theme in category theory is that it is not the objects themselves that are
of importance, rather it is the arrows between them which are deserving of study. In
this way, one may wonder whether there is an appropriate notion which considers the
arrows of a category as the objects of another, new category.

That is, given a category € we may wish to form the category €, the arrow cate-
gory of C, whose objects are triples (D,C, f : D — C) with D,C € ObjC and f an arrow
in €. However, at first glance it may not be entirely clear what the arrows “between
arrows” should be.

Should we think harder about this notion, we may suspect that an arrow in €~
between (D,C, f) and (D’,C’, f’) would be a pair (d : D — D’,c: C — C’). However,
this would give us two, not generally equivalent ways of reaching C, viz., cf and f'd.
The most obvious requirement then, would be that they must be equal, rendering €™
as the category whose objects are arrows in € and whose morphisms are commuting
squares. Indeed, we choose this definition and generalise the underlying notion to the
following.

Def. (I) 1.0.1. Given categories € and D, we may define the functor A: C — [D, ]
through (AC)D = C on objects and (Af)p = f on morphismes.

Def. (I) 1.0.2. Given three categories A,B, and €, and two functors F : A — 1 and
G : € - B, we define the comma category (F | G) to be the category whose objects
are triples (A,C, f : FA — GC) and whose morphisms are pairs (a,c) € Mor A x Mor €
making the following diagram commute.

We extend this notation in several ways. First, (F | B) for B € 1, wherein it is
understood to mean (F | AB). Alternatively, this may also be interpreted as meaning
that € = and Gx = B. Dually, the same extension is applied to (B | G).

Next, (B | G) and (F | B) are understood to be the cases when A = B, F =idy; and
C =B, G = idy respectively. Finally, these extension and the previous can be combined
into the cases (1 | B) and (B | B), called the over (sometimes slice) and under (coslice)
categories respectively.

Remark (I) 1.0.3. A pleasant, post ex facto, justification for the requirement of the com-
muting diagram in the definition of comma categories may be found in the case of nat-
ural transforms. Consider (F | G) where A = C for two functors F,G : € =2 1. Suppose
that there was an assignment of objects a : 13 — (F | G) such that under the projec-
tions of the triple components 1t, : (F | G) > Band 7, : (F | G) » B, moa = 1, a = idy.
Thus, a would be nothing more than an assignment of arrows fz: FB — GB to objects
of 1, such that the above diagram commuted in all cases. The careful reader may
notice that this is simply the definition of a natural transform. <



The language of comma categories also gives us a convenient medium to elucidate
a notion of central importance in the theory, viz., limits and colimits.

Prop. (I) 1.0.4. The limit of a functor F : 15 — C is a terminal object in (A | F). Dually,
the colimit of a functor F : b — € is an initial object in (F | A).

Proof. We first consider the nature of (A | F). The categories under consideration here
are € and [B, ], with the functor A : € — [B,]. As such, objects in (A | F) are pairs
(C,a: AC — F) for C € ObjC and a a natural transform (elaborated below, right), and
morphisms are arrows ¢ : C — C” in € such that the left diagram below commutes.

a ap
C AC — F C — FB B
ol ol N e
a ap’
C’ AC’ FB’ B’

It is plain to see then that any object (C,a) is a cone over F and that the terminal
such object, should it exist, is then the limit (lim F, A).

a
C AC — F

c Acl /
A
limF AlimF
The colimit result is achieved dually. |

Should we examine our choice of notation for the limit of a functor, lim F, we may
suspect that this notation belies the true nature of the assignment F +— lim F; a functor.
Indeed, under the appropriate circumstances and viewed correctly, both lim and colim
are functors. Not wishing to become lost in the specifics of limits or colimits, or spe-
cialise our arguments more than necessary, we first make an important generalisation
before returning to this idea.

Def. (I) 1.0.5. Given a functor L : € — D, a universal arrow from L to D € ObjD is
a terminal object in (L | D). Dually, given a functor R : D — C, a couniversal arrow
from C € ObjC to R is an initial object in (C | R).

Obviously, this would not be a generalisation of limits and colimits were they not
to be examples. In particular, assuming existence

Example (I) 1.0.6

The limit of a functor F is simply the universal arrow from A to F, and dually the
colimit of F is the couniversal arrow from F to A.



Having made this generalisation, we are inspired to assume the equivalent of a
category having all limits of a particular shape, so as to attempt to espy the functorial
nature of (co)limits. What follows is a very general result along these lines, and the
reader may be surprised to find out just how much is a consequence of a seemingly
innocuous assumption. We only expressly discuss ‘one-half’ of this result, as it were,
as the rest follows by dualisation.

Prop. (I) 1.0.7. Given a functor L : C — D, if every object D € Obj D has a universal arrow
(RD,ep : LRD — D) from L to D, then the following hold

1. The assignment D +— RD extends a functor R: D — C

2. The family of arrows €p : LRD — D determines a natural transform € : LR — idp.
3. There is a couniversal arrow (LC,1¢c : C — RLC) from C to R, for every C € ObjC.
4. The family of arrows 1¢c : C — RLC determines a natural transform 1 :idge — RL.
5. The following identities hold

(a) (eL)(Ln)=idp
(b) (Re)(nR) =idg

Proof. For (1), the action of R on objects is already defined, we need only extend it to
morphisms and demonstrate its functorial nature there. To do so, consider an arrow
f:D — D' in D, and let (RD,¢p) and (RD’,ep’) be the universal arrows of D and
D’ respectively. Observe that (RD, fep) is an object in (L | D’) and consequently the
following diagram commutes.

€D
RD LRD — D
Rf | LRfJ J f
RD’ LRD — D’
Ep’

By uniqueness of the arrow Rf it is evident that if f = gh then RgRh = Rf and if
f =idp then Ridp = idgp, thus concluding (1). Furthermore, the diagram above is
precisely the naturality square for ¢, completing the proof of (2).

Next, take C € ObjC and consider the universal arrow (RLC,¢e;¢ : LRLC — LC)
from L to LC. Observe that (C,id ) is an object in (L | LC) and so there must be a
unique arrow 7j¢ : C — RLC which has the property ¢ cL#c =id; ¢, giving (5a). Before
we prove that (LC,7¢) is the couniversal arrow from C to R, we must demonstrate (4)
and (5b).

To see that (4) is the case, consider an arrow f : C — C’ and the universal arrow
from L to LC’, (RLC’, e; ) and note that (C,Lf)is an object in (L | LC’). Consequently,
there is a unique arrow u : C — RLC’ with ¢;'Lu = Lf, but we have two potential
candidates for u, viz., o' f and RLf1c.



We check first that 1 f is a candidate. Observe that ec'L(1j¢’f) = e,c’Lyjc’Lf =Lf
by (54). In the case of the second, e} «’LRLfLy¢c = Lfe;cLyc = Lf by naturality of € (2)
and then (54). Consequently, RLf#¢c = 1¢/f and 7 is natural, giving (4).

In order to show (5b), we fix D € ObjD and consider the universal arrow (RD, ¢p)
from L to D. By the terminal property, there is a unique morphism u : RD — RD
with epLu = ¢p. Again, however, we have two candidates. The first is obviously
idgp while the second is Repyrp. To see that the second is suitable, consider that
epLRepLyrp = eperrpLliirp = €p by the naturality of ¢ (2) and (5a). Consequently,
R((:DTIRD = idRDI completing (5)

We are finally in a position to show that (LC,7) is the couniversal arrow from C
to R. Suppose that there was a (D, f : C —» RD) in (C | R). We wish to show that there
is a unique arrow u : LC — D making the below diagram commute.

C L RD D
WC\' TRu Tu
RLC LC

The most immediate definition that we can give for u is u = epLf, where (RD, ¢p) is the
universal arrow from L to D, but it we must first convince ourselves that the diagram
commutes for this choice of u. Consider that Runc = RepRLf1c = Repnrpf = f by
the naturality of 77 (4) and (5b). It remains to be shown that u is unique.

Suppose there was an arrow v : LC — D such that Rv¢ = f, then (C,v) would be an
object in (L | D) and consequently there would have to be a unique morphism w: C —
RD such that epLw = v, as (RD, ¢p) is terminal by definition. As such, RepRLw =
Rv and so RepRLwnyc = Rvye = f, by the property of v. However, RepRLwryc =
Repnrpw = w by the naturality of 1 (4) and (5b). Consequently, w = f and so v =
epLlw = epLf = u, completing the proof. [ |

Despite its broad generality, the above result forms merely one of many equivalent
ways of stating an even more general relationship between functors, far beyond the
notion of universal arrows and even more permeating. In fact, there is more to the
arrangement of functors above than meets the eye.

It is clear that despite having natural transforms from LR and RL to the respective
identity functors, this setup does not yield an isomorphism of categories in general.
In fact, in general, we will not even retrieve an equivalence of categories. All is not
lost, however, for there is a relationship between these functors, one more general
than equivalence and isomorhpism, and one whose general form is ubiquitous in the
theory. We refer, of course, to the notion of adjunction — a topic we shall explore in
section 3.

With all of this wonderful generality, it seems almost a shame to have to con-
fine ourselves to the special case of limits and colimits. Nevertheless, in such a case
prop. (I) 1.0.7 implies the following.

Cor. (I) 1.0.8. If € has all limits of shape B, then lim : [, ] — C is a functor.



The final point to be addressed here is that we may contrive a way to exchange limits
for colimits (and visa versa) by way of comma categories, that is, we may canonically
express one in terms of the other. Unfortunately this re-expression is generally not
of interest in that it the colimit formulation of even a finite limit is, in general, taken
over a very large category.

Prop. (I) 1.0.9. A functor F : 1 — C has a limit iff the canonical projection P: (A | F) —» C
has a colimit, where A : € — [B, ] is the constant functor functor.

Proof. |



2. The Yoneda lemma and its consequences

2.1. Representable functors

Now that we have an understanding of comma categories and couniversal arrows, we
begin by considering what appears to be a special and largely trivial case of such an
arrangement.

Recall that there is a bijection of sets Ser({*}, X) = X (as it happens, natural in X)
and so we freely abuse notation and confuse set functions x : {*} — X with points x € X.
With this in mind, it stands to reason then that when we have couniversal arrows from
{#} to functors we may be able to rephrase the situation in terms of specific elements
of sets. This is captured in the below, trivial proposition.

Prop. (I) 2.1.1. Let F : € — Ser be a functor. The pair (C,x) is a couniversal arrow from
{*} to F whenn, for every pair (C’ € ObjC,x’ € FC’), there exists a unique ¢ : C — C’ with
Fex =x.

Although this seems entirely specific to couniversal arrows from {+} to functors,
under rather meagre assumptions the essence of this characterisation actually sub-
sumes the notion of couniversal arrows. In order to make this claim precise, we first
define make a small definition.

Def. (I) 2.1.2. Given a functor F : € — Ser, a couniversal element of F is a pair (C, x)
with C € ObjC and x € FC such that for every pair (C’,x’) with C’ € ObjC and x’ € FC’
there exists a unique arrow ¢: C — C’ with Fex = x'.

Example (I) 2.1.3

Let F : Tor°P — SeT be assignment F(X, ) = T on objects and F(f°P) = f~ on mor-
phisms. It may be checked that this assignment is functorial and that the Sierpinski
space with open point 1, (S,{1}), is a couniversal element for F.

The key observation here is that, while for general functors we cannot speak of
elements of objects in their images, if a functor is somehow uniquely equipped an
arrow we can speak of the arrow as an element of a morphism set (assuming sufficient
smallness), which is itself the image of an object under a functor.

Prop. (I) 2.1.4. Let € be locally small and F : D — C be a functor, then (D, f) is a couni-
versal arrow from C to F iff (D, f € C(C,FD)) is a couniversal element of C(C, F-).

Proof. This follows simply from the definitions. |
Example (I) 2.1.5

In the case of € = Ser and C = {*}, noting that Set({+}, X) = X, prop. (I) 2.1.1 is a
special case of prop. (I) 2.1.4.

Example (I) 2.1.6

Recall that colimits were couniversal arrows from F to A and so we may apply
prop. (I) 2.1.4 to find that for F : B — €, assuming smallness and existence,
(colim F, @) is a couniversal element of [, C](F, A-) where «a is the cocone.




Now that we have seen that couniversal arrows may be interpreted as specific
points of sets with a universal property concerned with set functions, it would seem
natural to ask whether there is a yet another phrasing of couniversal arrows which re-
lies on sets and set functions but is not phrased explicitly in terms of ‘special’ points.

Prop. (I) 2.1.7. Let &, D be locally small and F : D — € a functor. (D, f) is a couniversal
arrow from C to F iff there is a natural isomorphism of functors D(D,—) = C(C, F-).

Proof. Assume that (D € ObjD, f : C — FD) is a couniversal arrow from C to F and
define a_: D(D,-) — C(C,F-) as ap'u = Fuf and f_: C(C,F-) > D(D,-) as Bp'f ' =u
where u : D — D’ is the unique arrow arising from the couniversal property of (D, f).
First we check that a, § are isomorphisms and then that they are natural.

Consider fp'ap'u = fp/(Ffu) and so by the initiality of (D, f), fp/(Ffu) = u. For
the other composite, ap'fp’f’ = ap'u where f’ = Fuf so that ap/u = Fuf = f’. For nat-
urality, let d : D’ — D”. To see that a is natural observe that we require C(C,Fd)ap’ =
ap»D(D,d) but this is immediate as, tracing the action for u € D(D,D’) we have
C(C,Fd)ap'u = FdFuf and ap»D(D,d) = F(du)f. A simple universal property ar-
gument shows that g is natural.

Conversely, assume that g : C(C,F—) — D(D, -) is a natural isomorphism. We wish
to construct an initial object in (C | F) so we must find an object of D and an arrow
which satisfy the required properties. As we have already selected D € ObjD to base f3
and we always have idp € D(D, D) we let f = 7" ;idp and show that (D, f) is initial.

Let (D’,f’) € Obj(C | F) and observe that we have an arrow u =fp/ f : D — D/,
but to conclude the proof we must establish that this is the unique arrow satisfying
Fuf = f’. However, this is almost immediate — by naturality and small manipulations
we have that Fuf = C(C,Fu)p " yidp = 7' pyD(D,u)idp = ™' pu = f’. If there was
another v : D — D’ with Fvf = f’ then by the same argument f’ = 7', v and so
vV =1u. |

There is actually an added, subtle conclusion which is realised via this proof. Ob-
serve that, beginning with a couniversal arrow (D, f) we can move to a natural isomor-
phism a and then back to a couniversal arrow (D, f). We did not explicitly show that
f = f, but unwinding definitions we find f = 7' ,idp = apidp = Fidp f = f. In fact,
a similar statement is true for the reverse process.

If we begin with a natural isomorphism «a : D(D,-) — C(C, F—), move to a couni-
versal arrow (D, f) and construct a natural isomorphism y : D(D,-) — €(C,F-) it
is easy to check that o = y. Observe that yp'u = Fuf where f = ap/idp so that
ypu = Fuapidp = ap'u by naturality. All of this is to say that we have shown the
stronger claim

Cor. (I) 2.1.8. Let € and D be locally small categories and F : D — C a functor. A
couniversal arrow (D, f) from C to F is uniquely determined by and uniquely determines a
natural isomorphism of functors C(C,F-) = D(D,-).

To do Can this be phrased as an isomorphism of categories or objects? (1)



Remark (I) 2.1.9. A careful reading of the proof of prop. (I) 2.1.7 shows that, given a
suitable natural isomorphism f, we were able to construct a couniversal arrow using
only one, minute fragment of the information contained in f, viz., f = fpidp — the
result of a single component of f on a single point. Of course, in order to give the
unique arrows suitable to the definition of couniversality we need more information
from p. However, in an attempt to appeal to the generosity (and not the philosophy)
of the reader, we will claim that there is a sense in which the priority of the situation
informs us that the existence of certain unique arrows D — D’ scattered across D
precedes the data contained in . The author bitterly regrets resorting to such appeals
in this work, but it is important here that the reader engage with the forthcoming
conclusion (and nothing besides).

With this in hand (or a violent disbelief thereof), the above corollary informs us
that we are able to identically reconstruct  from f. This suggest that there is a sense
in which g is determined by only fpidp. While this may not be literally true, in
section 2.2 we will find a more generally realisable result in which natural transfor-
mations are fully determined by microscopic facets of their data. <

Now, in the special case of a functor F : C — Ser having a couniversal element we
know we can uniquely associate this to a couniversal arrow and, in turn, this uniquely
determines a natural isomorphism of functors involving the morphism set functor
C(C,-). Motivated thus, we isolate this last statement and elaborate upon the proper-
ties of functors which exhibit such an isomorphism.

Def. (I) 2.1.10. Let € be locally small and F : € — Set be a functor. F is representable
when there exists an object C € ObjC such that F = C(C,-) as functors. A representa-
tion of F is a pair (C € ObjC,a : C(C,—) — F) where «a is a natural isomorphism.

Prop. (I) 2.1.11. If € is locally small, a functor F : & — Skt is representable iff it admits
a couniversal element. Moreover, every representation of F uniquely determines and is
uniquely determined by a couniversal element.

Proof. The pair (C € ObjC,x € FC) is a couniversal element of F iff (prop. (I) 2.1.4)
(C,x : {#} —> FC) is a couniversal arrow from {+} to F iff (prop. (I) 2.1.7) C(C,—-) =
SeT({#}, F—) as functors. Recall that Set({*},—) = idg;, as functors and so composing
with F we find €(C,-) = Ser({#}, F-) = F. The uniqueness follows from cor. (I) 2.1.8
and the proof of prop. (I) 2.1.4. [ |

To do (2)

Remark (I) 2.1.12. <



2.2. Yoneda embedding

We begin by giving what the author hopes appears as a small and self-evident obser-
vation to the reader. This result is largely of notational convenience.

Lem. (I) 2.2.1. The map on objects h™~ : C°P — [C,Set] assigning A +— A = C(A,-),
extends to a functor.

In its most naive form, the Yoneda lemma may be stated as follows.

Lem. (I) 2.2.2 (Yoneda). For a small category €, any functor F : C — SeT and object
C € ObjC, there is an isomorphism of sets [C,Set](C(C,-),F) = FC.

Proof. Let B : FC — [C,Ser](C(C,-),F) and a : [C,SeT|(C(C, ), F) = FC be defined as

a(t)=tcide, (Bx)af =(Ff)x

for 7 € [C,SeT|(C(C,-),F), f € C(C,A), and x € FC. To see that these maps are in-
verses of one another, consider that aff : FC — FC and so for x € FC we have that
afx = a(px) = (px)c(idc) = (Fidg)x = x, ergo af = idpc. Then, for the reverse com-
position Ba : [C,SeT]|(C(C,—), F) — [T, SeT](C(C, —), F) we note that we must check that
pa on every component of a natural transform 7 is the identity. That is, we have
(Bat)af = (B(tcide))af = Fftcide, for T € [C,SeT|(C(C,-),F) and f € C(C,A). In
order to complete the proof we must use the naturality square of 7, from which it is
apparent that Fftcidec =14 f.

Tc

G(C;f)‘ ‘Ff

C(C,A) — FA
TA

However, this is not quite the full picture. While we see now that there is a col-
lection of isomorphisms of sets (indexed by objects and functors), what we do not yet
know is how this collection of isomorphisms interacts with changes in the objects and
functors. Phrased appropriately, we may recast the Yoneda lemma as the statement
that the above isomorphism is natural.

Lem. (I) 2.2.3 (Yoneda). For a small category C write N,E : Cat(C,Set) x € = SET for
the functors N(F, C) = Cat(C(C,—),F) and E(F,C) = FC. As functors N = E.

As a direct consequence of the above we have the important result that the col-
lection of natural transforms between functors of the form h* are isomorphic to the
morphisms between objects of the domain. That is,

Cor. (I) 2.2.4. [T, SET](C(A, ), E(B,-)) = C(B, A).

10



Now we may combine this with the previous result to see that i~ is actually an
embedding.

Cor. (I) 2.2.5 (Yoneda embedding). The functor h™ : C°P — [C, Set] is fully faithful.

As an immediate consequence of this fact, we are able to translate natural isomor-
phisms of h* to isomorphisms of the underlying objects. In specific,

Cor. (1) 2.2.6. If the functors h*, h® : € = Ser are naturally isomorphic then A = B.

Proof. Fully faithful functors reflect isomorphisms. |

We may now reexamine a representable functors in light of this understanding.
Recall that a representation of a functor F is a pair (A, 7) where A € ObjC, the repre-
senting object, and is T a natural isomorphism to h”. We see now that, due to cor. (I)
2.2.6,

Prop. (I) 2.2.7. A representation of a functor is unique up to isomorphism.

Due to lem. (I) 2.2.2, the natural transform 7 may be uniquely identified with an
element of FA — precisely our couniversal element of prop. (I) 2.1.11. If we track the
proof of lem. (I) 2.2.2 carefully we can explicitly show that for a € FA a couniversal
element and b € FB we determine the unique morphism f : A — B via

b e FB =[C,Ser|(hB,F) = [C,Ser](hB, h*) = C(A,B) > f

where the first and last isomorphisms are given by the Yoneda lemma, and the
middle isomorphism arises from the fact that F = W4, that is, the representability of F.

Through an entirely similar series of arguments to those above, it follows that
for any functor X : C°? — Skt and object C € ObjC there exists an isomorphism
[C°P,SET](C(-,C),X) = XC natural in all arguments, and so the functor h_ : ¢ —
[C°P,SET] is an embedding. Moreover, we are also able to carry through our argu-
ments about representable functors to functors of the form F : C°P — Sgr.

11



3. Adjunctions

Def. (I) 3.0.1. Given two categories € and D, an adjunction between them is a pair of
functors L: € — D and R: D — C such that for all objects C € €, D € D there is an iso-
morphism D(LC, D) = C(C, RD) which is natural in both arguments, that is, a natural
isomorphism of morphism functors C°? x D — Ser. We abbreviate this arrangement
by writing L 41 R: € — D and by stating that L is the left adjoint functor of R, or that R
is the right adjoint functor of L.

Prop. (I) 3.0.2. For functors L4 R : C — D the following are equivalent.
1. D(L—,-) = (-, R-) as functors C°P x D — SeT

2. There is a natural transformation 1 : idge — RL called the unit and a natural trans-
formation € : LR — idp called the counit such that the following diagrams commute
(the triangle identities)

L Ll LRL R ﬂ RLR
\\\ leL \ lRe
L R

3. For every D € Obj D there is a universal arrow (RD,¢) from L to D where R is the
resultant functor. The dual statement is equivalent, too.

4. (L ] idp) = (id¢ | R) and isomorphic elements in the comma categories have equal
projections in € x D.

Proof (1 < 2). Toshow 1 = 2 we use a ‘Yoneda style’ argument. In particular, if
we let ¢cp : C(C,RD) — D(LC, D) be the binatural isomorphism then we may define
nc € C(C,RLC) as ¢ = ¢~ ' cLidc and ep € D(LRD,D) as ¢p = ¢prp,pRidp. To
show that these componentwise definitions do indeed yield natural transformations
we must consider the binaturality of ¢. Specifically, for f : C — C’ in € we have the
following commutative diagram and would-be naturality square for 7c.

D(LC,LC) m C(C,RLC)
D(LC,Lf) C(C,RLf) C L RLC
D(LC,LC) 9 e, ¢(C,RLC) f l lRL f
D(Lf,LC’) C(f,RLC) ¢’ RLC

) ) (P C”LC, 7 )
D(LC,LC’) — = ¢(C’,RLC’)

12



We wish to show that the right diagram commutes and to do so we start with id;¢ and
id; ¢’ in the left corners of the left diagram to find that

RLfnc=RLf¢ ¢ cidic =9 crcLf =¢ " cref =nc'f

The case for ¢ is analogous, but makes use of the naturality of ¢ instead. Finally, we
verify that the triangle identities hold.

Observe that the following diagrams commute for f': C - RD and ¢’: LC — D by
the naturality of ¢, p and ¢™" -, respectively.

o7
¢(RD,RD) XPL, (1 RD. D) D(LC,LC) — <%, @(c, LRC)
(E(f’, RD){ D(Lf',D)l D(LC,g/)‘ &(C, Rg')‘
C(C,RD) —— D(LC, D) D(LC,D) ——— C(C,RD)
(PC,D —1C’D

Tracing out these diagrams for idgp and id; ¢, and making use of the fact the ¢ is
an isomorphism to rewrite the arrows f' = ¢ ™" , f and g’ = ¢¢,pg, we find the equa-
tions (¢rp,pidrp)L(¢ ™" ¢ pf) = f and R(Ppc,pg)(¢~" ¢ ;cidic) = g Consequently, for
arbitrary C € ObjC and D € ObjD where we specialise the statements of the triangle
identities we have

erclne = (¢rec,rcidric)L(Pc cidic) =idc

Reptrp = R(¢Prp,pidrp)(@ ™ rp rrpidirp) = idrp
thereby completing the proof of 1 = 2.

To show that 2 = 1 we begin by defining ¢ : C(e,Re) — D(Le,e) and its to-
be inverse on their components. For C € ObjC€ and D € ObjD, let ¢ p = ¢pL and
¢ cpf =Rfnc for f € D(LC, D). We first check that these maps are indeed inverses
and then proceed to show binaturality. Observe that for all f : C — RD

¢'cpPcpf =RepRLf1c (definition)
= Repnrp f (naturality of 1)
= (idg)pf (triangular identity)

Similarly, we show that ¢c p¢™ ¢ p = idp(c,p) by making use of the appropriate nat-
urality statement for ¢ and the other triangular identity. With the inverse property
established, we must demonstrate the binaturality of ¢ p and its inverse.

In the case of the former, for fixed D € ObjD and f : D — D’ we wish to show that
D(LC, f)pcpg = fepLgand ¢ p'C(C,Rf)g = ep’LRf Lg are equal for all g € C(C,RD).
However, epyLRf = fep by naturality and so ¢ _ is natural.

In the case of ¢_p, we consider C € ObjC and f : C' — C in C°P and desire that
D(Lf,D)¢pc'pg = epLgLf equals ¢pc pC(f,RD)g = epL(gf) for all g € C(C’,RD). Here,
the proof is truly trivial. |
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Proof (2 < 3). The essence of the proof was given in the proof of prop. (I) 1.0.7, but
the relevant details are repeated here.

For a given D € ObjD we can form (RD, ¢p) as an object of (L | D). To show that it
is terminal requires showing that for each (C, f : LC — D) in (L | D) we have a unique
arrow u : C — RD such that epLu = f. Inspired by earlier work (what amounts to the
dual proof in prop. (I) 1.0.7), we set u = Rf5jc and check that ep LRf Lyjc = fe cLic =
f by naturality and the first triangle identity. Then, for uniqueness we assume that
there exists a v : C — RD which satisfies epLv = f. If it does, we may simply expand
R(epLv)nc = Rf ¢ = u but also RepRLv#c = Repnrpv = v by naturality and the other
triangle identity, and so v = u. The other direction is the statement of prop. (I) 1.0.7.
What remains follows easily by dualisation. |

Prop. (I) 3.0.3. Adjoints are unique up to isomorhpism.

Proof. Suppose that L 4 R,R": € — D, then in particular we have natural isomorphisms
a: C(—,R-) - D(L-,-) and B : D(L-,—) — C€(—,R’-) and so a natural isomorphism
Ba : C(-,R-) > C(—,R’). Consequently, for every D € ObjD, hgp = hpp’ and so by
Yoneda, RD = R’D. Let yp : RD — R’D be the ismorophism with hyp = (Ba)c.p, and
let f : D — E be an arrow in D. Consider that the diagram below left commutes iff the
diagram below right commutes, as h is fully faithful for every C € ObjC, by Yoneda.

(Ba)c,p v
hCRD hCR’D RD —— R’'D
hCRfl thR’f Rfl lR’f
C CR’ RE —— R’E
hCRE (P hWCR’E o

However, the diagram on the left commutes by the naturality of (Ba) and so R = R’ via
v, naturally. That left adjoints are unique follows by dualisation. |

Prop. (I) 3.0.4. If L4R: B —>Cand L’4R" :C > Dthen L'L4RR : B - D.
Proof. D(L'LB,D) = ¢(LB,R'D) = B(B,RR'D). m

Prop. (I) 3.0.5. Any functor R : € — Set with left adjoint L : Set — C is representable,
and has couniversal object and element ({*}, 1]} (*)).

Proof. If we show that R = Set({*},R—), then it follows by adjunction that we have
R = Set({*},R—) = C(L{*},—) and so R is representable.

To that end, define o : R — Set({*},R—) as oc(c)(*) = ¢ and define 67 '(f) = f*. It
is clear that oc and 0™ ' are inverses, so we must show that they are natural. Fortu-
nately, this is trivial as we merely desire that for f : C — D Rfoc = opRf but we have
(Rf (oc(c)))(*) = Rfc = (opRf(c))(*) and similarly for 0™'. Thus ¢ is a natural isomor-
phism and so, by prop. (I) 2.1.11 and remark (I) 2.1.12, we have that ({*}, 77+ id4)) is a
couniversal element of R. [ |

Prop. (I) 3.0.6. If € has all limits of shape B, then A 41lim : € — [B,].
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Proof. We defined limits in terms of universal arrows in section 1 and so the statement
is an immediate consequence of prop. (I) 3.0.2 (3). |

Lem. (I) 3.0.7. [f L4 R:C — D then L® 4 R® : [B,C] — [B, D] and the following diagram
commutes, for any category 1.

Proof. Let L 4 R have unit and counit 7,e and define #® : idps,q) — RPL® through
components as nBF = yF, and similarly ¢ = ¢G for F € [13,¢] and G € [B,D]. We
show that r]B, ¢® are natural and that the triangle identities are obeyed.

To see that 1715 is natural, let F,F’ € [B,C] and 7 : F — F’ natural between them. We
wish to have qBFRELBT = TUBF. However, the left hand side is just (7F)(RLt) = tHp’
by naturality of #. The proof for £ is entirely similar.

That the triangle identities hold is equally trivial, as we are merely dealing with

and ¢ with components as the image of a functor. Specifically, we may expand
(eBLB)p(LP®)p = (¢LF)(LyF) = (eL)(Le)F = F.

Finally, that the diagram commutes is also something of a triviality, in that we
wish to show that LA = AL and RPA = AR. Of course, L°AC = LAC = ALC for every
C € ObjC, thereby concluding the proof. [ |

Prop. (I) 3.0.8. Right adjoints are continuous.

Proof. Let L4R:C — D and B be a small category with € and D having all limits of
shape 1, and consider the following diagram.

— 4
(B, C] oLt [B,D]

In order to show the continuity of R, we must show that if a : AlimF — F is the
limiting cone for F then it must be that Ra : RAlimF — RF is the limiting cone
for RF. Thus, let f: AC — RF be a cone over RF and ® *zc : [B,C](AC,RF) —
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[B, DJ(LPAC, F) be the binatural isomorphism arising from L® 4R®. As @ is an iso-
morphism, it is clear that @ ' yc pp : ALC — F is a cone for F. As such, there exists a
unique # : LC — lim F such that @' yc pf = aAu.

If we write ¢climr : D(LC,limF) — €(C,RlimF) as the binatural isomorphism
arising from L 4 R, then we may note that ¢¢ |y, pt : C — Rlim F and further that, for
BeObjb

(Ra)pA(Pc limrt) = RapPc lim U

= ¢c,rplagu) (naturality of ¢ _)
= ¢c,r(P " ackB)p (P Acrf = aAu)
=¢crsd " crpPB (*)
= Ps

To see the equality marked (+) we recall that @' ycp = ¢PLP®. With this in hand, to
show that Ra is a limiting cone has been reduced to the task of showing that ¢¢ ppu is
unique.

Suppose there was an arrow v : C — RlimF such that RaAv = , we may check

that agd™ iV = ¢ ' c ppaBY = Q¢ rpPp and so aAP " ¢ i v = P B, forcing the
equality ¢~" - ;. pv = u by universality of u for cones over F. Ergo, Ra is a limiting
cone for RlimF.

Finally, we know that we may compose adjoints to find L®A +1im R®, but we have
LPA = AL and AL 4 Rlim and so by prop. (I) 3.0.3 it must be the case that lim R® =
Rlim as functors [B, ] — D. Thus, for any given functor F: 15 — D, limRF = Rlim F.

[ |

3.1. Theorems

To do Adjoint functor theorems (3) To do Reflective subcategories? (4)

3.2. Free objects

To do Free-forgetful adjunction (5)

3.3. Miscellaneous examples

To do Anything that will prove useful later (6)

4. Monads

4.1. Algebras

To do Kleisli, Eilenburg-Moore? (7)
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II. Monoidal categories

17



1. Basic notions

A simple starting point in endowing a category with extra structure would be to some-
how induce an algebraic structure upon its objects. Of the various algebraic structures
at hand, monoids stand out as demanding relatively little in the way of structure, but
offering a rich enough theory to be of interest. As such, we will attempt to view ObjC
as a monoid.

Def. (II) 1.0.1. A monoidal category C is a category equipped with

=

. a bifunctor ® : € x € — C, the tensor product

2. an object I € ObjC, the identity object

3. a natural isomorphism a4 p¢c: (A®B)®C — A®(B® C), the associator
4. a natural isomorphism A :I® e — idy, the left unitor

5. a natural isomorphism p: e®I — id¢, the right unitor

such that the following diagrams commute for all A,B,C,D € ObjC. The monoidal
category is called strict when a, A, p are identities.

aplB
(A®I®B——»A®I®m

pA®1dB\ /1dA®/\B

A®B
(A®B)®C)®D
ocA,B,c@)id/ XA@B),C,D
(A®(B®C(C))®D (A®B)®(C®D)
aA,B@C,Dl laA,B,C®D
A®((B®C)®D) _ A®(B®(C®D))
ldA ®aB,C,D

Note that we do not require the components of the unitors and associator to be
identities, only isomorphisms. Moreover, naturality ensures that they commute with
arrows in the category —if f : A — B then Ag(id;®f) = fA4 as arrows from I ® A to B,
for instance — thereby maximally preserving the monoidal structure.
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If we truly wish to express the difference between the monoidal category (&, ®,1,a, A, p)

and the ‘underlying’ category €, we will write €, for the latter. In this way, a functor
F:C,— D, is an ‘ordinary’ functor.

Another notational convention is the omission of the ® symbol between objects in
favour of juxtaposition where unambiguous, and the writing of id4®f and f ®idy
as Af and fA respectively. This convention has the convenient side effect that some
identities are obvious (id4 ®idg = id4gp just reads AB = AB).

Before we divert the reader’s attention with examples and surrounding theory,
there is an immediate question which may seem, at first glance, somewhat trouble-
some. Notice that both A; and p; are natural isomorphisms II — I. We do not ex-
plicitly require these to coincide, and it may seem strange to leave such matters up to
chance. To quell such unsettling ideas, we give the following results.

Prop. (II) 1.0.2. In any monoidal category, the following hold for all objects A and B:
1. Ajpa=1A4 and pa; = pal
2. Aapapap=AaBand psp = (App)aap
3 Ar=pr

Proof. The first statement follows from the naturality squares for A and p. Observe
that A4A;4 = A4(IA4) and similarly for p, and as A, p are isomorphisms we have (1).

With this established, we turn to the proof of (2). Though perhaps long, it is en-
tirely mechanical relying only on the naturality of a and the pentagonal and trian-
gular identities in def. (II) 1.0.1. For these reasons, we explicitly only show the first
statement, as the second is entirely similar.

To begin, observe that if we wish to show f = g for generic arrows f,g: A = B, it
suffices to show that If = Ig as then Ag(If) = Ag(Ig) but by naturality Ag(If) = fA,
and fA, =gly = f =g, thatis, A and p give an equivalence of categories where the
functors are I® and ®I respectively.

With that established, we will show that I(Agga; 4 5) = I(AsB).

I(Aaparap) = IAap)Iagap)

= (IAap)arapa ‘1 1a(IaraB) (triangular identity)
= (p1(AB))a™ "1 ap(Iay 4 B)

=arapa '148(P1(AB))a” 1 ap(lag a,p)

= arap((p1A)B)a "1 a a1 r,aB(lag a,B) (naturality of a™")
=arap((IAa)apraB)a™ 11480 " 11,aB(Ia1 4,B) (triangular identity)
= ara((IAa)B)(araB)a™ 11480 1 1,aB(Ia1,4,B)

= (I(AaB))ayaB(er,aB)a™ 11480 1 1,aB(I a1 4,B) (naturality of a)
=I(AsB) (pentagonal identity)

Finally, we note that the equality A;I @ Arrag g @ (IApaggr - pil is sufficient to
give (3), and thereby conclude the proof. [ |

With that established, we divert our attention to examples of monoidal categories.
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Example (II) 1.0.3

A cartesian monoidal category is a category € which supports all finite products,
endowed with the monoidal structure of ® = x, I =1 and a4 g, A4, pa the canoni-
cal isomorphisms arising from the below commutative diagrams.

(AxB)xC v

-
-
-

apB,C

~

"MAX(BXC) -
That p,p™" are natural isomorphisms is similarly straightforward to see. That «
is natural is also true, but not demonstrated explicitly in the above diagrams.

The reader should be quick to note that there is a dual to the above, a cocarte-
sian monoidal category. If a category supports all finite coproducts then we may view
(C,0,+) as a monoidal category with a, A, p the canonical isomorphisms.

As in the above example, there are many situations in which the tensor product
behaves like a product in some sense of the word. Perhaps an important class of such
examples is when the tensor product is actually a tensor product of modules or vector
spaces.

Example (II) 1.0.4

The category AB of abelian groups admits a monoidal structure. In particular, if
we view abelian groups as Z-modules then the bifunctor can be the tensor product
of Z-modules, ®;, with Z serving as the identity and a, A, p the canonical isomor-
phisms. That is, we would define Ag(n®g) = ng and A" 5(ng) = 1®ng, and similarly
for p, from which it is easy to check that all the requisite diagrams commute.

Finally, to demonstrate that tensor products needn’t be products in any sense of
the word, we move to examine the category of endofunctors on a category.

20



Example (II) 1.0.5

The category [C,C] = End € is monoidal with the tensor product being composition
of functors, the Godement product on natural transformations, and the identity
object as id¢. Furthermore, @y pc = idapc as composition is associative, and it is
readily apparent that 14 = p4 = id4 and that a, 8, p are natural. In fact, the category
of endofunctors is thus a strict monoidal category under functor composition.

Prop. (II) 1.0.6. The unit object in a monoidal category is unique up to isomorphism.

Proof. Let € be a monoidal category with unit objects I and I’, and associated uni-
tors A,p and A, p’. Observe that f = Ap(p;)™" : I — I’ is an isomorphism as it is the

Composite of two isomorphisms. To do Show this isomorphism is unique (8) ]

Given this fact, and drawing on inspiration from Ser and Cart, we will begin to
think of arrows from I to an object of the category C as generalised elements of C.
Although the morphisms are not in any meaningful way ‘contained in’ C, they do (in
many ways) speak for the way that C ‘behaves’. The reader is advised to entertain
this notion and be aware of how it repeatedly reappears in the context of monoidal
categories (c.f. monoid objects, closed monoidal categories, etc).

Now that we have a working understanding of how monoidal categories may man-
ifest themselves, and which abstractions they attempt to capture, we may ask the nat-
ural question: do they form a category? In order to answer this, we must first define
functors between monoidal categories. In doing so, we notice that there are varying
degrees to which we may seek to have the functor respect the monoidal nature of the
categories at hand.

Def. (II) 1.0.7. Given two monoidal categories (T, I¢) and (D, Ip), a monoidal functor
between them is given by a triplet (F,¢,¢) where F : €, — D, is a functor, ¢4 p :
FAFB — F(AB) is a natural transformation and ¢ : Iy — Fly is a morphism in D, such
that for all A, B, C € Obj C the following diagrams commute.

(EAFB)FC — 2, FA(FBEC)
$bapFC FA¢pc
F(AB)FC FAF(BC)
$ag,c $4,5c

F((AB)C) ——— F(A(BQ))

PCK@
Ap PD
InFA FA FAIp FA
ePAl TFAa PAsl TF%
FIgFA —— F(IgA) FAFly ——— F(Aly)
P1e,A P4l
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The first diagram expresses how ¢, the ‘factoring’ operation, and F should respect
the associative nature of the monoidal categories. If both categories are strict, then the
diagram reduces to a commuting square expressing simply that the order in which we
‘factor’ out F does not matter. The next two diagrams express for us that ‘factoring’ out
F should respect the left and right unitors of the categories. This, the reader should
bear in mind, is analogous to the idea of monoid homomorphisms for which we have
f(a)f(b)f(c)= f(abc), among other identities.

The reader would do well to scrutinise the previous statement. Indeed, the above
diagram essentially only gives ‘one direction’ of the identity present for monoid ho-
momorphisms, viz., f(a)f(b)f(c) — f(abc). In particular, no restrictions were placed
on the invertibility of the ‘factoring’ operation or indeed the unit morphism. It is thus
here that we have an opportunity to discriminate among monoidal functors, through
the degree to which they are true to our analogy.

Def. (II) 1.0.8. A monoidal functor (F, ¢, ¢) is termed
* Lax, if it merely satisfies the conditions present in def. (II) 1.0.7.
 Strong, if ¢ is a natural isomorphism and ¢ is an isomorphism.
e Strict, if ¢ and ¢ are identities.

Prop. (II) 1.0.9. With the following composition of monoidal functors and the evident
identity monoidal functor, MONCAT is endowed with a category structure.

(F',¢",&") o (F,p,€) = (F'F,(F'§)(Ppyup)s (F'e)€’)

Moreover, the composite of two monoidal functors yields a third of strength equal to the
minimum of the two.

As will prove useful later, with a basic understanding of monoidal functors be-
tween monoidal categories in hand, we move to briefly address the notion of monoidal
natural transforms between monoidal functors. Intuitively, we expect that a monoidal
natural transform should respect the functorial nature in the ordinary way, that it
should respect ‘factoring’ morphism in a natural manner, and that it should take iden-
tity morphisms to identity morphisms. Indeed,

Def. (II) 1.0.10.If F,,F, : € = D are two monoidal functors between monoidal cat-
egories then a monoidal natural transform 7 : F;, — F, is a natural transform of the

functors F,F, : C, =% D, such that the following diagrams commute for all A,B €
Obj C.

F,AF,B L F,(AB)

I
TA®TBl lTAB 81/ \8‘2

F,J] ——— F,I
F,AF,B—— F,(AB) u

2
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1.1. Braiding and symmetry

Now that we have a grasp on the elementary notions concerning monoidal categories,
we may be tempted to investigate certain properties of such categories. In particular,
should we examine SeT (or indeed any cartesian monoidal category) we notice that we
have A x B = B x A naturally in both arguments. However, it is clear that this is not the
case in a general monoidal category. Despite being strict, End € does not exhibit such
behaviour and thus we must introduce this at the level of a structural property.

However, there is another hidden privilege that cartesian monoidal categories en-
joy. If we let fap: AxB — BxA be the natural isomorphism then it is a matter of
some triviality that 4 pfp 4 = idaxp. However, as the example below illustrates, this
is not generally the case.

Example (II) 1.1.1

Recall that a ring R is N-graded, for a monoid N, if there exist a family of sub-
groups (R,),cn such that R = PR, and R, - R,, C R,,,,. Further, recall that if M is
aright R-module, M is a graded right R-module if there exist a family of subgroups
(M,))nen such that M = @M, and M,,- R, C M, ;.

If R is a graded commutative ring, then we may form GMobg, the category of
graded R-modules, whose objects are graded R-modules and whose morphisms
are graded module morphisms. That is, if f : M — N for M, N € ObjGMoby then
f(M,)C N, and f is otherwise an R-module morphism.

It is a simple matter to verify that defining (M®N), =)+ -k M ®r N,, endows
the category with a monoidal structure. Moreover, it can be shown [JS68] that
braidings for GMoby, are in bijection with invertible elements r of R, and are given
by Bun(a®b) =r""(b®a) for a € M, and b € N,,. It is clear that, in general, g = id.

Given this example, it is clear now that we cannot in general require that > =id as
it is in the cartesian monoidal case. However, the general notion stands and we define,
with suitable coherence requirements,

Def. (II) 1.1.2. A braided monoidal category is a monoidal category equipped with a
binatural isomorphism f4 g : AB — BA such that the following diagrams commute for
all A,B,C € Obj (.

(AB)C A(BC)
Ba,BC / \“A,B,C ABg,c / \OCZ?B,C
(BC)A A(BC) A(CB) (AB)C
aB,A,C l lﬁA BC Of,Zlc B l U?'AB C

B(AC) (BC)A

BﬁAC\ /aBCA ﬁACB\ /aCBA
B(CA

)

In the above, the second diagram can be seen to be identical to the first with g4 p
replaced by 7' 4, thereby indicating that § and ™" are allowed to be somehow ‘dif-
ferent’. Moreover, the first diagram encapsulates the notion that we may either braid A
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through BC in ‘one-step’ or successively “pull” it through B and then C, and then reach
the same result. Similarly, the second diagram says that we may braid AB through C
in ‘one-step’ or gradually, without changing the result. In a strict monoidal category,
the diagrams give B4 pc = (BBa,c)(Ba,5C) and Bap,c = (Ba,cB)(APBs.c)-

As we may expect, these coherence conditions suffice to prove that the braiding
respects ‘reasonable’ operations (in particular, unitors and associators). The following
is a theorem of [JS68], given here without proof.

Thm. (II) 1.1.3 (Joyal, Street). In a braided monoidal category, the following diagrams

commaiite.
(AB)C
CYAJV XA’BC
A(BC) (BA)C
Br,A Bai
A — Al Al —— [A
ABgc BBa,c
¢ v
Aa 4 Pa PA 4 Aa

A(CB) C(BA)
ﬁA,CX /‘KC‘,B,A
(CB)A

Of course, to justify our generalisation we are able to show that cartesian monoidal
categories are canonically braided.

Prop. (II) 1.1.4. Every cartesian monoidal category admits a canonical braiding.

Proof. First we define f, then we show it is natural, and finally demonstrate that the
left hexagonal diagram commutes — the proof of the right one is entirely similar.

We define § through the universal property in the below-left diagram, and then
make use of the below-right diagram to show its naturality in its second argument
— the case for the first is entirely similar. Let A, B,C be objects in the category, and
let f : B— C, then we wish to show that (f xid4)fap = fa,c(idaxf). Both of these
morphisms are arrows A x B — C x A and so we need only check that they have the
universal properties given below-right to show equality.

B+—BxA— A C«——CxA— A
ﬁA'B/ f[ ”
AxB B+—AxB— A

It is a simple matter to check that o (f xidy)Bap = f1ta = TcPac(ida xf) and similarly

that 74 (f xid4)Bap =7 = maPa,c(idg xf), thus B is natural in its second argument.
That the hexagonal diagrams commute is nothing more than a drawn-out exer-

cise in universal property arguments. By drawing out the large commutative diagram
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for g = (idpxpBa,c)apa,c(fap xidc) we see that g : (AxB)xC — Bx(CxA) is char-
acterised through the universal properties mpg = mpmaxp and mcxag = Pa,cv where
v:(AxB)xC — AxC is the unique map with m v = T4 TTaxp, TcV = TTC.

Should we perform a similar exercise for h = ap c afa pxca,c We see that tgh =
T(gTAxp as desired, but this time we have that ey ah = v'Ba pxcaa pc where v’ : (BxC)x A —
C x A is the unique map with wav' = 74, TV’ = Ty

In order to show equality between B4 cv and v'Ba pxcaa p,c as parallel morphisms
(AxB)xC — C x A, we turn to a final universal property argument.

C+—(AxB)xC — AxB

| i |

Cs—CxA— A

Using the commuting diagram above, we check that

TAPA,CV = TAV = TUAT AxB
Tgfa,cV =TcV =Tic
TAV BABxCAABC = TAPABXxCAABC = TAQAB,C = AT AXB
nCV,ﬂA,BxCaA,B,C = TCTBxC PA,BxCXA,B,C = TLCTIBxCXA,B,C = TiC
thus completing the proof. |

As in the case of monoidal categories, we also briefly discuss the behaviour of func-
tors which preserve the braided nature of their categories.

Def. (II) 1.1.5. A braided monoidal functor F : € — D is a monoidal functor be-
tween the monoidal categories for which the following diagram commutes for all

A,BeObjC.

BEA,EB
FAFB FBFA
¢A,Bl lqu,A
F(AB F(BA
(AB) s (BA)

Remark (II) 1.1.6. Natural transformations between braided monoidal functors are
monoidal natural transforms between the monoidal functors, and are not required
to satisfy any additional properties. <

Ultimately, however, our interest in braided monoidal categories is constrained to
the case of symmetry.
Def. (II) 1.1.7. A braided monoidal category is called symmetric when the braiding
has g =1id.
Remark (II) 1.1.8. Symmetric monoidal functors are simply braided monoidal functors
where the braiding happens to be a symmetry. <
As is no doubt already manifestly evident,

Prop. (II) 1.1.9. Every cartesian monoidal category with the canonical braiding is sym-
metric.
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1.2. Closed monoidal categories

Remark (II) 1.2.1. This section will frequently make use of various properties of ad-
junctions. For the convenience of the reader, the requisite supporting theory has been
exhibited in section 3. <

Not for the last time, we look to SET as a cartesian monoidal category for more
interesting structural properties which we may take to the general monoidal case. The
facet that catches our eye this time is that if A and B are sets, then Set(A, B) € Obj SET.
In some ways, this is the result of a special privilege enjoyed by the somewhat central
role of Set in the standard theory. However, a more careful treatment of this property
is desirable.

In order to effect this, we must first essay the ‘categorification’ of our understand-
ing of sets Ser(B,C). Classically, we would write such a set as C® and we would
be quick to note that we have a canonical morphism ev : C®x B — C as defined by
ev(f,b) = f(b). Upon careful inspection, we may surmise that C® and ev are universal
with respect to the following property.

Prop. (II) 1.2.2. For all sets A, and set functions f : Ax B — C there exists a unique set
function Af : A — CB such that ev(Af,idg) = f.

Proof. Given f we define (Af)(a)(b) = f(a,b). It is a simple matter to verify that
ev(Af,idg) = f and uniqueness follows from pointwise agreement. |

Should we inspect the above with an eye to a more general theory, we note that
the universal property is telling us something about the functor xB. In particular, we
may recognise that (C?,ev) is somehow a universal arrow from xB to C. That is, for
every (A, f : Ax B— C) we have a unique morphism A — C? such that the appropriate
diagram commutes. Moreover, we know that if every object has a universal arrow, as is
the case in SET for xB, then we have an adjunction! Thus, in one broad and permeating
stroke we generalise as much as seems reasonable and define the following.

Def. (II) 1.2.3. A right-closed monoidal category is a monoidal category € wherein
for every object C € ObjC the functor e® C has a right adjoint [C, e]. That is, for every
A,B,C € ObjC, C(A®B,C) = C(A,[B,C]) naturally in A,C. The image of the functor
[C, ] is called the internal morphism object. Similarly, a left-closed monoidal category
is one in which the functor C ® e has a right adjoint [e, C].

Remark (II) 1.2.4. Drawing upon the previous section, we immediately see that if the
monoidal category is braided, then it is left-closed iff it is right-closed iff it is biclosed
and so we simply say that it is a closed braided monoidal category. Importantly, in this
case the isomorphism of (external) morphism objects is natural in all arguments. <«
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To demonstrate that we have indeed generalised the classical theory of Set, and the
extent to which internal morphism objects behave as though they were actually collec-
tions of morphisms, we begin with the following, perhaps presumptuous, definition.

Def. (II) 1.2.5. In a right-closed monoidal category, we
* say that a morphism a: [ — A is called a point of A.

* define evy p: [A,B]|®@ A — A to be the counit of the adjunction on ®A, so named
as it plays the role of internal evaluation,

* and define oy g ¢ : [B,C]®[A, B] — [A, C] to be the image of the morphism
evp c(idpc)®evap)apcyapa: ([B, CI®[AB))®@A — C

under the adjunction isomorphism C(([B, C]®[A, B])®A, C) — C([B, C]|®[A, B],[A,C)),
so named as it plays the role of internal composition.

In a right-closed monoidal category, we have C(A,B) = C(I ® A,B) = C(I,[A, B)),
where the first isomorphism is C(A4, B), and so we can identify arrows f : A — B with
points [f]: I — [A, B] of internal morphism objects. That is, morphisms from I to the
internal morphism object are simply elements of the external morphism object. For
the first time then, the reader may disregard the insistence of the author and see for
himself that there is a sense in which we should regard morphisms from I to an object
as generalised elements (points) of the object in question.

With this language established, in the following two propositions, we examine the
interplay between external and internal morphism objects and the properties of inter-
nal composition.

Prop. (II) 1.2.6. In a right-closed monoidal category C, for all objects A, B, C,
1. the adjoint isomorphism C(A,[B,C]) - C(A®B,C) takes f : A — [B,C] to evp c(f ®
idp)
2. forall f :A— B, evyp([f]®idy) = f

3. leta:1 — Abeapoint,and f : A — B, then ev g([f]|®a) = fa, a point of B

4. evpc (id[B,C] ®eVA,B) a[B,C1,[A,B,A = €Va,c(0apc®ids)

Proof. We immediately recognise (1) as a trivial consequence of the definition of ad-
junctions in terms of units and counits. To elaborate the point, if we write the adjoint
isomorphism as ¢4 ¢ : (A, [B,C]) - C(A® B, C) then we know (prop. (I) 3.0.2) that it
can be stated in terms of the counit and left adjoint functor as ¢4 c =evp c(-®idy).
That (2) holds follows from the fact that ev4 g([f]®id4) = f A4, by the definition
of [f] and (1). For (3), evs([f]1@a) = evap((f]®ida)lids@a) = fAx(id;®a) = far;
by (2) and naturality of A. Finally, (4) follows again through a simple combination of
definition and (1). [ |
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Prop. (II) 1.2.7. In a right-closed monoidal category C, for all objects A, B,C,D

1. Let f:A—Band g:B— Cthenospc([g]®[f]) =[gf]

2. oppplopc,p®idiap)) =oa,c,p(id]
as morphisms ([C,D]®[B,C])®
the monoidal structure

[A,B] —

3. oa,([idp]®id4,p]) = A(a,B] and 04 4,8(id[4,5®[id4])
tal within the monoidal structure

4 [A®B,C]=[A,[B,C]]

Proof. Let us begin by writing ¢~ , - : C(AB,C) — C(A,[B,C

C,D]®94,B,C)[C,D],[B,C},[A,B]
[A, D] — composition is associative within

= p[A,B] — COMposition is uni-

]) for the adjunction iso-

morphism, natural in both arguments. The statement of left-hand side of (1) then be-

comes ¢ g 114 5),c(€VB,c(id[pc)®eva,p)ajscla,B)a

)([g]®[f]). However, ¢ *

is natural

and so we turn to the appropriate naturality square to proceed with simplification.

¢ (5.claB)C

¢(([B,C][A,B))A,C) C([B,C][A, B, [4,C])
@(([g]ea[f])A,c)t ‘@([g]@[f],o
C((I1)A,C) - C(I1,[A,C))
(P 11,C
Thus, we have the equalities
¢! [B,C][A,B],C\€VB,C ([B,Clevy B)A[B,C], Alglelf])
=¢ 7" 11, (evc([B, Clevap)as,cyias A<<[g]® (£ 4)) (naturality of ¢~

cl
([

=¢ "1 c(evpc([B, Clevap)([g]®([f]A)) arra)
([

=01 c eVBC gl®fAa)arra)

(

(
=¢"" 11 c(8AB(I(fAa))arra)
=¢ 1 c(gfAa(IAa) arp,a)
:¢_111c(gf A(prA))
:(P_lu c(gfAa(A1A))

(naturality of a

")
)
(prop. (II) 1.2.6 (2))
(prop. (II) 1.2.6 (2))
)
)
)

(naturality of A

(def. (II) 1.0.1, trlangle

(prop. (II) 1.0.2 (3)

In order to progress from here, we must introduce an isomorhpism which will allow
us to recast the above into [gf]. We carefully note that the naturality of ¢™" gives us

CATLIACDG c=¢ " cC(A
¢ 1 c(8f Aa(AA)) AT A =7

thereby completing the proof of (1).
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When considering (2), we first note that we expect both the arrows, via adjunction,
to have the form (([C,D]®[B,C])®[A,B])® A — D. Of course, we know that we can-
not use ev — essentially the content of the adjoint to internal composition — when the
domain is in such a form. Given this, we expect the adjoints of the arrows in (2) to
change the domain (([C,D]®[B,C])®[A,B])® A — [C,D]® ([B,C]® ([A,B]® A)), via
some isomorphism.

With this context established, we claim that the following pairs are adjoint to one
another.

{ 04,80 (oB,c,p0 ®id|[a,p))
oa,c,p (id[c,D]®°4,B,C)¥(C,D}[B,C]|AB]
adj
{KOC [C,D][B,C],[A,B]J®AX[C,D]®[B,C],[A,B],A
x(id[c,p]®a(B,c},(4,B)[4)) ¥[C,D],[B.Cle[AB)A(&[C,D](B,C)[A,.B] ®1dA)

where x = ev¢ p(idjc p)®evp c(id[p,c)®evy,p)). Were this to be the case, it would im-
mediately follow, by the pentagonal identity (def. (II) 1.0.1), that the bottom pair were
equal and consequently that the top pair were equal.

Thus, in order to prove (2) we must simply prove that we have the isomorphism
proposed above. The process is fairly mechanical, and revolves around the naturality
of a and ¢, and makes use of prop. (II) 1.2.6 (4) once in each case. We will show only
the first case, and leave the second to the capable hands of the reader.

oD (op,c,p[B A])
(defn.)

= ¢ (5,0][4B,D [eVB,D ([B,D]eva,p) a[B,D],[A,B],A] (oB,c,p[A,B])
(naturality of ¢™")

=¢" ([C,D][B,C])[A,B],D [eVB,D ([B,D]eva,s) X[B,D],[A,B),A ((eB,c,plA, B])A)]
(naturality of @, we omit subscripts on ¢~ ')

=¢ :eVB,D ([B,D]eva,p)(op,c,p([A B]A)) a[C,D][B,C],[A,B],A]
(rearrange composite)

=¢ " |evgp(o5,c,pB) ([C,D][B,Cl)eva,p) Of[C,D][D,C],[A,B],A]
(prop. (II) 1.2.6 (4))

=¢! :eV[C,D] ([C,Dlevgc)eic,pys,.cl(([C,D][B,Cl)eva,p) a[C,D][D,C],[A,B],A]
(naturality of «)

=¢ " evic,p)([C,D]evpc)([C,D]([B,Clevyp)) a[C,D],[B,C],[A,B]Aa[C,D][D,C],[A,B],A]

K
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The proof of (3) is a similar mechanical exercise, except that we must make use of
prop. (II) 1.0.2 (2) or the triangular identity of def. (II) 1.0.1 in order to conclude it.

05,5 ([1dp][A,B]) = ¢ 15 pya.51,8 [eVB,B ([B,Bleva,p) a[B,B],[A,B],A] ([idg][A, B])
(naturality of ¢™')

= ¢ tamy[eve5 (1B Blevas) ags s a4 (([ids][A, B) A)]
(naturality of «)

= ¢ |evis([B,Blevap) ([ids]([A, BIA)ay (454
(prop. (II) 1.2.6 (2))

=¢! :/\B(I( evap([A BJA) ))al,[A,B],A]

(eva p([A,Blids) = eva g by prop. (I) 3.0.2 and naturality of ¢)
=¢ | Ap(levyp) al,[A,B],A]
(naturality of 1)
=¢ " |evap /\[A,B]Aal,[A,B],A]
(prop. (II) 1.0.2 (2))
= ¢ [evas(Aa54)]
(prop. (II) 1.2.6 (1))
= AaB)

Again, we give only one of the two equalities, as the other proof is entirely similar
— note that instead of requiring prop. (II) 1.0.2 (2) to tie matters together, the other
equality makes use of the triangular identity of def. (II) 1.0.1.

Finally, for (4), let ©_ 45 =C(a™'_ 45, C) to find

hagscl = C- A [B,CI) 2 ¢~ A [B,C) 2 ¢((-®4)®B,C)

adj
= C(-®(A®B),C) = €(-,[A®B,C]) = hiaes]

Thus, by Yoneda, [A®B,C] =[A,[B,C]]. [ |

In summary then, a right-closed monoidal category affords a rich internal struc-
ture. There are internal morphism objects with a well-defined, unital and associative
composition law, and the internal morphism objects support the ‘same’ adjunction
formula as do the external ones. Indeed, it would appear that we could reformulate
many statements in the general theory to those about internal morphisms in some
right-closed monoidal category without any loss of generality.

That Car is closed monoidal affords us an alternative view of the Yoneda lemma.
If we let h_: € — [C°P,SET] be the Yoneda embedding, then

Prop. (II) 1.2.8. h_ as the image of the functor C(—,—): C°P x C — Set under the adjunc-
tion Cat(C,[C°P,Ser]) = Cat(C°P x €, SET).
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1.3. Monoids in monoidal categories

Now that we are satisfied with the existence of morphisms between monoidal cate-
gories, we see that we may form the category of (small) monoidal categories. The
reader is encouraged to convince himself that the monoidal nature of the objects and
morphisms in this category does not, in any way, prohibit the category from support-
ing all finite products (in the same manner as does Cat). Thus, among other possi-
ble structures, we may endow that category of monoidal categories with a cartesian
monoidal structure.

As was pointed out earlier, we think of morphisms from the identity object of a
monoidal category to a given object as generalised elements of that object. Ergo, a
‘generalised object’ of a monoidal category ought to correspond to monoidal functors
from the terminal category 1 to the monoidal category in question, as morphisms
within the cartesian monoidal category of monoidal categories.

Recall that 1 is the category with only one object and only the identity morphism,
and is endowed with a monoidal structure in the obvious and trivial manner. Then, to
give a functor from 1 to C is to give an object of €, say F* = M. We are then afforded
morphisms ¢y, : MM — M and ¢ : I — M. These are suspiciously reminiscent of
multiplication and identity operations in a monoid. Indeed, should we examine the
diagrams in def. (II) 1.0.7 carefully, we find we are able to make the following general
definition.

Def. (II) 1.3.1. A monoid in a monoidal category € is given by an object M € ObjC
equipped with morphisms y: MM — M and 1 : I — M, known as the multiplication
and unit respectively, such that the following diagrams commute.

(MM)M
M(MM) MM

H
Mﬂh ‘P‘ Am oM

MM M
H M

Def. (II) 1.3.2. If the monoidal category has a symmetry  then the monoid is said to
be commutative if yp = p.

In the above, the left diagram expresses the associativity of the monoidal multipli-
cation while the right expresses the right and left identity laws. It goes without saying
that a monoid in the cartesian monoidal category SeT is just a monoid in the usual
sense.
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If monoids are monoidal functors from the terminal category, then we may guess
that monoid morphisms, whatever those may be, are monoidal natural transforms
between such functors. Indeed, generalising the resulting diagrams and requirements
we define monoid morphisms as follows.

Def. (II) 1.3.3. If (M, p, 1) and (M, ', 1") are monoids in the same monoidal category
then a morphism f : M — M’ is a morphism of monoids if the following diagrams
commute.

I " M
MM ——M /
f®f‘ ‘f I f
M’M",’M/ 17\
K M’

Here, the left diagram makes explicit that multiplication and the morphism should
commute, while the right diagram enforces that the morphism take the identity to the
identity. As such, in Sert, this is simply the definition of a monoid homomorphism.
As a matter of course, one is led to consider the category of monoids on a monoidal
category, MonC. Given our inspiration for defining monoids, it should come as no
surprise that

Prop. (II) 1.3.4. For any monoidal category C, MonC = [1,C].

Proof. Consider the maps a : MonC — [1,C] and B : [1,C] — MonC as defined by
a(M, 1) = (IM],[l,17) and B(E,b,€) = (F,r€) on objects, and a(f) = [f] and
B(t) = 1, on arrows. Here we have used the functor [M]| where [M](*) = M and
[M](f) =1idp, and the natural transformation [ f | which is the constant f natural trans-
formation. It is simple to verify that these maps are indeed functors and inverse to one
another, and that they have domain and codomain as stated. |

Prop. (II) 1.3.5. Let (&, I¢) and (D, Ip) be monoidal categories, and F : € — D be a lax
monoidal functor between them. The image of a monoid (M, ups, 11p) in C has an induced
monoid structure in D. Moreover, such a functor takes monoid morphisms to monoid mor-
phisms in this sense.
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Proof. We shall prove that (FM, ppp, ep) is @ monoid in D, where we define the arrows
Hem = Fyyee 1 Ip = FM and ppp = Fup Py : FM® FM — FM.

We begin with the unitality diagrams. Consider that we wish to demonstrate that
Ap = urm(epm ® idpy). To do so, we make use of the diagram for Ap in def. (II)
1.0.7 which tells us that Ap = FAq¢;, m(e ® idpy). However, as M was a monoid
in €, we must have that FA¢ = FupF(np ® idys). Now, by naturality of ¢ we have

P(ﬂM ®idM)¢I¢,M = (PM,M(FHM ®1dFM) and thllS

Ap = FAgdr, m(e®idpy)

:F]JMF(T]M ®idM)(l)[¢,M(€®idpM) (monoid in (l.:)
= FupPm,m(Frip ®idpp)(e ®idpp) (naturality of ¢)
= HEMYFM (definition)

The proof follows, mutatis mutandis, for pp.

To see that the associativity holds in D, we must turn to the associativity diagram
for ¢ in def. (II) 1.0.7. Should we paste the image of the associativity diagram for M
in € to the bottom of that diagram, we find a large commuting diagram allowing two
distinct avenues of traversal. In the first case we find

FupF(pupm ®idar)Paiem,m(Pa,m ®idppr)
=(Fppdm,m)(Fpp ®1idpp)(Pp,m ®idppm) (naturality of ¢)
=prm(prm ®idepr),

whereas the second gives

FupnF(idp ®uar) Par men (idear ®Parar)ap
=(Fpnt@m,m)(Fidpg ®F ppg)(id ppr ® Pt v )ap (naturality of ¢)
=prm(idpp ®pEMm)aDn.

As the large diagram commutes, these two are equal and therefore (FM, pgp, 1y ) is @
monoid in D.

Finally, if f : M — N is a morphism of monoids (M, yps, 1)) and (N, pn,7y) in €,
then we seek to show that Ff is a morphism of monoids in D. Consider that F f 1y =
FfFnye =F(fnp)e = Fyye = npy and that

Ffuem = FfFpupmPmm = F(f pm)Pam,m

=F(un(f®f))dmm (monoid morphism in C)
=FunF(f ® f)omm = Fundnn(Ff ®Ff) (naturality of ¢)
= urn(Ff ®Ff),

thereby completing the proof. [ |

Cor. (II) 1.3.6. A lax monoidal functor F : C — D induces a functor MonC — Mon D.
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Prop. (II) 1.3.7. In a cocartesian monoidal category, every object admits a unique com-
mutative monoid structure, and morphisms between objects are morphisms of the induced
monoids.

Proof. Let € be have all finite coproducts, fix M € ObjC and consider M + M in the
monoidal category (C, +,0). We obviously have morphisms V: M + M — M (known as
the codiagonal) and oy, : 0 > M and so only need to show that the diagrams in def. (II)
1.3.1 commute.

We address first the comparatively short matter of unitality. As is likely evident,
that the requisite diagrams commute is due to a simple universal property argument.
In particular, to see that V[idp;, 0p] = par consider the following commutative dia-
gram.

M—M+0+ O

[ e |
M- M+M <M

1Y

M

The above argument applies, mutatis mutandis, to A. The matter of associativity is
more nuanced, but is still simply a universal property argument. In particular, we
wish to show that V[id;, V]a = [V,idy]V. Drawing out the appropriate diagram for
the right-hand side, we find that it is characterised by the following universal property
in the commutative diagram below.

M+M— M+M)+M «+— M
v [Vidal|

M ———M+M +

\

M
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Thus we must verify that f = V[idy;, V]a has fiy; = idy and fipa = V to show
the required equality. To see that it does, we draw the diagram giving «, connected
appropriately to those for [idy;, V] and V, below. The result follows by noting that
flM = VlM = ldM (I'lght edge) and V[ldM, V]a1M+M = V[ldM,V]u = VIdM

M+M— M+M)+M +— M
| L

\

M+M M+ M

M M+ M+M \v}
H ldM-l-V‘
M+M<+—M

e

M

Then, that the monoid is commutative is trivial by universal properties again as we
know that the symmetry g : M+ M — M+ M satisfies fiy; = 1pr and so Vi = 1y
gives us VB = V by universal property.

To see that the monoid is unique, suppose p: M + M — M was another arrow such
that (M, p,0p) formed a monoid (oy, is obviously unique). As such, it must be the
case that Ay = p[op,idy]. However, Ay iy = idys and so plopg, idpgliar = paring = idpy-
Thus, by the universal property of V, y=V.

Finally, suppose f : M — N was an arrow in the category. It is a trivial matter to
see that foy; = oy and so we must only check that fV = V[f, f]. Once more we apply
a standard universal property argument.

M-M+M<+ M

\&/

Using the above commuting diagram, we see that we have two potential candidates for
u, viz., fV and V[f, f]. By construction, fViy; = f and it is a simple matter to verify
that V[f, flipr = f, thus f is a morphism of monoids. [

To do This is probably false, or else needs to be checked for a monoidal isomorphism. (9)

Cor. (II) 1.3.8. If € is a cocartesian monoidal category, then C = Mon (.
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2. Category Objects

In this section we attempt to realise a generalisation of categories by viewing them as
objects internal to other categories. Said another way, we have (at least implicitly) ap-
pealed to the notion that ObjC and Mor € form classes, but nothing more interesting
beyond. Indeed, the careful reader may wonder why it is that these collections can-
not demonstrate more interesting and general behaviour themselves. To realise such
a theory, we begin by introducing the notion of a precategory.

Def. (II) 2.0.1. Given a category €, a precategory in € is a pair of objects (A,]) with
two morphisms d,,d, : A = J. A morphism of precategories F : (A,]) — (A’,]’) is a
pair of arrows F4 : A —> A’ and F; : ] — ] in € such that the F;d; = d;F4 for i € {o,1}.
Together with the evident component-wise composition and identity, precategories in
C form a category PrecatC.

As should be clear, a precategory A = ] can be thought of as comprising an arrows
object A, a morphism object | and assignments dom,cod : A = J. Note well here that
precategories capture only the global data inherent to a category, that is, a precategory
is not explicitly equipped with any notion of composition as this is this is specific to a
given pair of morphisms (though there is a suitable notion of composability) or indeed
any notion of identity morphisms (again this depends on the object in question). Said
another way, given that we have only general, opaque objects representing the collec-
tions arrows and morphisms we do not assume any way to peer inside them and deal
with specifics.

On this level then, when elevating the idea of functors to morphisms of precate-
gories, we find that the only relevant, global data tracked by a functor is the interplay
between the domains and codomains of mapped arrows, as expressed in the defini-
tion. It is then a simple matter to observe that we have an assignment U : CaT —
PrecatSeT (where the former is taken to be the category of small categories) which
sends € — domg,codg : MorC = ObjC and functors to their object and morphism
maps. That this assignment is a functor is simple to verify and amounts to the fact
a functor F : € — D has Fdomg = domp F by definition. Of course, the presence of
such a ‘forgetful’ functor begs the question of the existence of free-object adjoint. We
explore this briefly below.

Free small categories

To do Free small category (10)



2.1. The monoidal category J-PrecatC

Recall that in our earlier discussion of the data captured by a precategory it was men-
tioned in passing that, although composition is conspicuously absent, the general no-
tion of composability may yet be realised for such a structure. To see this, we must
make an assumption about the nature of the underlying category € and introduce a
further definition.

Def. (II) 2.1.1. Fix an object ] € ObjC and let J-PrecatC be the category whose ob-
jects are precategories (A,],d,, d; : A =2 J) where ] is fixed and whose morphisms are
morphisms of precategories (F4,Fj): (A,]J) = (A’,]) such that F; = id;.

In a suitably general (and generous) manner, J-Precat C may be thought of as com-
prising all the possible (and impossible) morphism structures on the collection of ob-
jects J. Naturally, not all of these could form a category structure (for instance, if A = ¢)
but J-Precat € will form a convenient platform to describe those which do.

Among the various objects in J-Precat € we always have (J,id},id;). This particular
precategory can be interpreted as the categorical structure on objects | whose only
arrows are identity arrows. Even though we have not made any explicit allowances
for identity arrows (that is, elements of J) in general, we may still readily prove the
abstract version of the statement that any parallel functors F,G : € = D between
categories with ObjC = Obj D where D is discrete and both functors are the identity
on objects, must be equal.

Prop. (II) 2.1.2. In J-PrecatC, any two parallel morphisms of precategories F,G: A = |
are equal.

Proof. Let us write (A, 3%, 94), and consider that F = Fd/ = 94 = Gd/ = G. [ |

Of course, in both the case of categories and precategories above, this statement
is trivial. We mention it here only because the case of functors is usually proven
by elaborating the definition of a functor on specific arrows, but in the context of
precategories there can be no such statement. Thus, this is suggestive of the fact that
more may be extracted from opaque objects ObjC and Mor € than may initially have
been suspected.

Remark (II) 2.1.3. It is important to note our proof above may have made use of 9%
instead, and having done so we would have shown 92 = 94. This also is the analogue
of the statement that such functors F,G : C = D only exist when all morphisms of C
are endomorphisms.

Moreover, as in the functor case, in general (J,idj,id;) is not terminal. To see this
we only need a precategory with non-endomorphisms. For € = Ser and ] = {o,1},
A ={o — 1} with B?(o—n):isufﬁces. <

Now that we are comfortable with the form of J-PrecatC, we move to consider
the generalisation of composability. If € has pullbacks, then give two objects A, B in
J-PrecarC we may form the following pullback in €, adopting the standard (though
arguably reversed) order of function composition.
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AX]B*> B

L

A—— ]

aA

Evidently, A x; B bears the interpretation as those pairs of arrows (a,b) such that
doma = codb. With this understanding and the interpretation of | above, we may
expect that A x; ] = A. Moreover, while we recognise that in general A x; (B x; C) #
(A x; B) x; C, we may well anticipate that they are at least isomorphic. To the obser-
vant reader with an excellent memory, such a setup may seem suspiciously close to a
familiar general structure. Indeed,

Prop. (II) 2.1.4. If € has all binary pullbacks then for any | € ObjC, (J-PrecarC, x},])
forms a monoidal category.

In order to prove this, however, we must establish some results of a somewhat
technical nature. In particular,

Prop. (II) 2.1.5. If € has all binary pullbacks then for any J, A, B,C € ObjC,
1. xj is a bifunctor J-PRECATC x J-PRECATC — J-PrRECATC
2. [ X A= A= AXx;] as J-precategories, naturally in A
3. (Ax;B)x; C=AXx;(Bx;C)as J-precategories, naturally in A, B,C
4. the triangle and pentagon diagrams of def. (II) 1.0.1 commute

While none of these results are especially easy to prove, none of them are partic-
ularly enlightening. This may be seen ahead of time by noting that the only real tool
capable of proving that various composites involving x; are equal is that of univer-
sal properties and so, on this level, all of the proofs reduce to characterising various
arrows and showing that two composites of interest share this characterisation. As
such, we only give explicit proof for the first claim, and the rest follow by mechanical
computation.



Proof (prop. (II) 2.1.5 (1)). The action on objects is given by the obvious assignment
A HA B 5B AxiB _ 94 Ax;B _ 5B

((A,d5,07),(B,dg,07)) = (Ax; B,dy '~ = dymy,dy 7 = d)mp) and so we must extend

this to arrows. Given morphisms of J-precategories F : A — A’, G: B— B’ we form Fx;

G in the obvious manner, noting that af/GnB =Png =04, = Bé/PnA by definition

of the pullback and morphisms of J-precategories.

Us:
AX]B B
\\ FX] G
\\\ G
\A T(Bl
T4 A’ Xy B —— B’
ﬂA’l ¥
A A’ — ]
F o4

Due to the universal property construction, the functoriality of this assignment is
immediate. |

2.2. Internal categories

To do Category object (11) To do Internal functor (12) To do Internal nat as right adjoint to product? (13)
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ITI. Enriched categories

A recurring theme in the theory of categories is that meaningful results and informa-
tion can be obtained not by studying the constituents of any given object, but rather
by studying the interdependence that the object has with other, related objects. That
is, in a category it is the arrows that are in some sense more important than the ‘el-
ements’ of a given object, should such a notion even exist. Given this, it is curious
then that the collection of morphisms between two objects be defined to comprise in-
dividual elements — it has, in a way, a privileged position. Moreover, it seems at odds
with the rampant generalisation present elsewhere that we should be forced to deal
with categories whose collections of morphisms are confined to form sets (or classes)
and not other interesting structures — groups, topological spaces, and even categories
themselves! To remedy these shortcomings, we introduce the notion of enriched cate-
gories.
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1. Basic notions

Def. (III) 1.0.1. Let (U,®,1,a, A, p) be a monoidal category. A U-enriched category or
U-category, C is a collection of objects ObjC such that

1. for each ordered pair of objects (A, B) € ObjC xObj C there is an associated object
C(A, B) € Obj B, called the morphism object from A to B

2. for each ordered triple (A, B, C) € ObjC*3 there is a morphism o4 g ¢ € Mor U with
oapc:C(B,C)®C(A B) = C(A,C), called the composition morphism

3. for each object A € Obj there is a morphism j4 : I — C(A, A), called the identity
element

where the following diagrams must commute for all A,B,C,D € ObjC, expressing the
associativity of composition and that composition is unital, respectively.

X (C,D),&(B,C),C(A,B)
(C(C,D)®C(B,C))®C(A,B) C(C,D)®(C(B,C)®C(A,B))

opCc,D® id(ﬁ(A,B)h hidQ(C,D) ®04 B,C
¢(B,D)®C(A,B) — C(A,D) «— @(C,D)®C(A,C)

©A,B,D OA,C,D

C(A,B) —>(EAB <—(|:AB®@AA

]B®1d(,AB/I\ / \ /l\ld(gAB ®]A
C(A,B A,B
I®

C(A
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Perhaps the simplest, non-trivial example of a U-category is that of an enriched
singleton set.

Example (III) 1.0.2

Let ObjC = {*}, and consider € as a U-category for a monoidal category U. As such,
C(*,%) = M € Obj U is a single distinguished object with j: ] > M ando: MM —
M, where the appropriate diagrams commute. Careful inspection reveals these
diagrams to be precisely those present in def. (II) 1.3.1 and so an enriched singleton
is precisely a monoid object in the underlying monoidal category.

To demonstrate that enriched categories are indeed a generalisation of standard
categories, we note the following two cases of interest.

Example (III) 1.0.3

If we take U to be the cartesian monoidal category Ser, then a U-category can be
seen simply as a locally small category. If we are more daring and set U to be the
cartesian monoidal category Cat of small categories, then we recover a 2-category.

Example (III) 1.0.4

Finally, with an eye to closed categories, we note that if U is a right closed monoidal
category then it is canonically enriched over itself, with U(A, B) defined to be [A, B],
ja =[ida] and o as before. That the relevant diagrams commute has already been
shown in prop. (II) 1.2.7. Thus, SeT, AB, Car are all enriched over themselves.

Def. (III) 1.0.5. A functor between U-categories F : C — D, a U-functor, is given by
a set map F : ObjC — Obj D together a morphism F, g : C(A,B) — D(FA,FB) in U for
each A, B € ObjC, such that the following diagrams commute.

0A,B,C
C(B,C)®C(A, B) C(A,C)
Fpc®Fsp Fac
D(FB,FC)® D(FA, FB) D(FA, FC)
OFA,FB,FC
1
Y\
Faa

C(A,A) — = D(FA,FA)

The above diagrams simply serve to indicate that a U-category functor must respect
identity and composition, as we would have it in the standard case. Of course, setting
U = SeT, we recover the standard definition of a functor.
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Now that we have functors between U-categories, we may be tempted to con-
trive the definition of natural transformations between such categories. In the case
of U=Set, we understand a natural transform 7 : F — G between functors F,G: C = D
to be a collection of arrows 774 : FA — GA for each object A € ObjC. However, in the
enriched context we cannot directly speak of individual arrows. As such, we employ
the ‘trick’ of instead giving an arrow 74 : I — D(FA, GA) and specifying its properties
so that it serves as though it were ‘choosing’ the correct morphism, were a map.

Def. (III) 1.0.6. Given two U-category functors F,G : € =% D, a U-natural transform
n:F — G is given by a family of arrows 714 : I — D(FA, GA) indexed by ObjC such the
the following diagram commutes, for all A, B € ObjC.

/\aA,B) O (A B)
I®C(A,B) «+—— C(A,B) ———— C(A,B)®I
"B ®PA,Bl lGA,B ®1a
D(FB,GB)® D(FA, FB) D(GA,GB)®D(FA, GA)
OFAFBX A‘l GB

D(FA,GB)

If U = SeT, then we recover the standard definition of a natural transform, viz.,
that it must commute with functorial images of arrows. To see this, recall that in Ser,
I = {%}, and so to give 1, is to give a single arrow FA — GA. Then, if we trace out
the commutative diagram, beginning with an f € C(A,B), we find the requirement
ngFf = Gfny — precisely the familiar naturality square.

There is much that can be said for the theory of enriched categories — for example,
we may attempt to recast all of the results of the standard theory in the enriched set-
ting. By and large, this has been done (enriched adjunctions, limits, Yoneda, etc.) and
the results have had a profound influence on the direction of the theory and formula-
tion of the “higher category” theory. For lack of time and direct applicability to later
sections, the author regrets that such directions have not been included in this work.

In what follows, we will examine some select examples of enrichment which will
play a central role in later chapters.
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2. Semi-additive categories

Now that the defining facets of enriched categories have been made clear, we turn our
attention to a particular case of enrichment, viz., categories enriched over (Set,, A)
where A is the smash product of spaces’.

Should we work carefully through the diagrams in def. (III) 1.0.1, we see that a
category enriched over Ser, has a distinguished element in each morphism object,
and that composition takes distinguished elements to distinguished elements. Due to
our algebraic inclinations, we say that such distinguished morphisms are called zero
morphisms, and abstracting, we reach the following definition.

Def. (III) 2.0.1. A category has zero morphisms if (YA, B € ObjC)Jop € C(A, B) such
that the following diagram commutes for all A,B,C € ObjC and all f : A — B and
g:B—C.

That is, there is a system of morphisms which are biconstant in a compatible way.
Prop. (III) 2.0.2. Zero morphism systems are unique if they exist.

Proof. Let o and o’ be two systems of zero morphisms over a category. Consider that
for all objects A, B,C we must have o4 c =05 045 =0/ ¢ [ |

It may be observed that every category with zero morphisms can be seen as en-
riched over (Set,, A), including specifically Ser,. Although such an enrichment is a
structural property, we may reach it through an entirely different avenue.

Def. (III) 2.0.3. The zero object of a category, should it exist, is an object that is both
initial and terminal.

Prop. (III) 2.0.4. A category with a zero object has zero morphisms.

Proof. The proof is trivial as every arrow factors through the zero object, and universal
properties necessitate the rest. |

Thus, the presence of a particular object in a category can determine a structural
property. Moreover, we have a partial converse in the presence of specific morphisms.

Prop. (III) 2.0.5. In a category with zero morphisms, the following are equivalent:
1. There is a zero object
2. There is a terminal object

3. There is an initial object.

'Recall that smash product is defined as (A, a,) A (B,b,) = A x B/ ~ where (a,b,) ~ (a5, b).
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Proof. 1t is clear that (1) implies (2) and (3). We show only that (2) implies (1), the
other implication follows by dualisation.

Let 1 be the terminal object. That for every object C in the category there exists
a morphism 1 — C is clear by the existence of zero morphisms. We need only show
that o, ¢ is unique. To that end, let f : 1 — C be an arrow in the category. Recall that
C(1,1)={id,}and so f = fid, = fo, ; = 0,,¢, thus 1 is initial. [ |

In order to drive home the point that there is no full converse to prop. (III) 2.0.4,

Non-example (III) 2.0.6

Consider a ring as a monoid under multiplication and view it as a one-object cate-
gory. This category has a zero morphism, but no initial or terminal objects.

Remark (III) 2.0.7. In homage to its enriched heritage, we say that a category enriched
over SET, which has a zero object is a pointed category. <

A remarkable property of categories with zero morphisms (and so of pointed cate-
gories) is the existence of a very special morphism from the coproduct of a collection
of objects, to the product of that same collection, when both exist. In order to enable
effective discussion of this, we make the following small definition.

Def. (III) 2.0.8. In a category with zero morphisms, for any pair of objects A, B, de-
fine 044 =idy and 645 = 04 when A # B. When a collection of objects (C;);¢ is
considered, we write 0, x for 5Cj,Ck-

Prop. (III) 2.0.9. In a category with zero morphisms, if the collection of objects (C;);cr has
both a product and a coproduct, then there exists a unique morphism a : [ [C; — [[C; such
that Tl = 51"](.

Proof. For each k € I we have a unique arrow [(6;x)ier] : [ Ci — Cy such that [(6ix)ier]tj =
Ojk. With these arrows we define a = <([(5i]-)1-€[])]-61> :11C; = []C; to be the unique
arrow with projections 1y = [(d;r)ier]- Uniqueness follows easily by universal prop-
erty. |

The observant reader will here notice

Cor. (III) 2.0.10. In a category with zero morphisms, if the collection of objects (C;);c has
both a product and a coproduct, then

([0l )= [0 ] [~ T

Later we shall see a sense in which this statement is obviously true, but for the time
being we allow the further exploration of the properties (desired and inherent) of a to
guide us onward.

A first inroad into the properties of a may be that of asking how it ‘transforms’
as the underlying components of the (co)product change under morphisms. More
directly, we may wish to know whether, for binary (co)products, « is natural.
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Prop. (III) 2.0.11. In a category with zero morphisms, if all pairs of objects admit a product
and a coproduct, then ayp: A+B — AxB as defined in prop. (III) 2.0.9 is a natural
transformation between the bifunctors x,+: CxC = C.

Proof. We prove only naturality in the second argument explicitly here, as naturality
in the first is entirely similar. Then, a natural transform that is independently natural
in both arguments is binatural and the proof is completed.

To this end, fix objects A, B and arrow f : B — B’ in the category, we desire that the
following diagram commute.

QA B
A+B AXxB
[‘Al‘B’f]‘ ‘(idA:f>
A+ B AxB
Y04

Given that we have g =[044,0p4]: A+B —>Aand h=[d,p,f]: A+B — B’ we must
have a unique arrow u : A+ B — A x B’ such that m4u = g and ngu = h. However, we
have two potential candidates, viz., (ids, f) @4 g and a4 p'[14,1p f]. To ensure that they
are both candidates, we must check that they satisfy the above-mentioned identities.
This is immediate in all cases, but to elucidate matters, we expand maa 4 p'[ia, 15 f],
74 {ida, f)a@ap and mp(ida, f) @a B.

For the first, by prop. (III) 2.0.9 we have tga, p'[ia, ip'f] = [04.4, 05 414, 15 f] but
the right-hand side is equal to [04 4,05 4] = g as the diagram below left commutes (the
canonical inclusion maps are unlabelled, and note that g4 f = 95 4).

A—A+B<+«— B

N lf
N4

[04,4,084]! A+B «— B’

AR
/\ [04,4,08',4] >
\\,4 \

A<+——PB
0AA OB’ A

A

That f[64,p,0p,8] =[04,p, f] = h follows from the above-right commuting diagram and

so gives us 7p(idy, f)@ap = 7B{[04,4,084) f[0a,8,0B8]) = floap Opp] = h. Itisa
comparatively simple matter to see that

1A (ida, fYaap =1a{[04,4,08,4) flOAB OB B]) =[044, 0Bl =&

That the final identity, tga g p'[14, 15 f] = h, holds can be seen from a universal prop-
erty argument entirely similar to the one given in the above-left diagram. |
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We can, of course, require even more of our special morphism.

Def. (III) 2.0.12.In a category with zero morphisms, if the unique arrow given in
prop. (III) 2.0.9, a : [ |C; — []C;, is an ismorphism then we say that (C;);c; admit a
biproduct, and write @ C; for its product and coproduct.

Remark (III) 2.0.13. There is a subtlety here which bears expanding. If a is indeed
an isomorphism, then we understand [[C; = [[C;, but only [[C; is equipped with
projections 7; and only | [C; is equipped with inclusions ;. To this end, when we
write (P C;, w;, 1;) we understand there to be some slight of hand, as it is not the case
that the domain of 7; is equal to the codomain of i; — somewhere, we must account
for a. It is a simple matter to see that if we define 7; : B C; — Cjas m; of [[C; and
1;:Ci > P C; as ai; where the 1; are from | [ C; then we have 7;1; = 6;;. Importantly, if
we were to define matters the other way around, the equality would still hold. Thus,
in some sense, which of [[C; and [ [ C; we set to be equal to €P C; does not change the
relationship that the inclusions and projections of the biproduct have. <

Def. (III) 2.0.14. In a category with zero morphisms, if all finite collections of objects
admit biproducts then the category is called semi-additive.

Example (III) 2.0.15

It is easy to see that finite products and coproducts of commutative groups (and
monoids) coincide, and that A and CMon both have zero morphisms and have all
finite biproducts.

Remark (I1I) 2.0.16. The reason here that we choose to require the existence of only fi-
nite (as opposed to arbitrary) biproducts is so that we restrict ourselves to a reasonable
generalisation of ‘algebraic’ categories (examples above). In particular, semi-additive
categories will later lead to additive categories and later still will inspire abelian cat-
egories whose very design, in so far as we are concerned, is inspired by the desire to
support homological theories in a unified manner. <

In particular then, all semi-additive categories are pointed. We know that we may
also restate the above as the category admitting binary biproducts and having an ini-
tial (equivalently terminal) object. With these two definitions, we are ready to prove
yet another interesting case of the presence of particular objects providing a global
structure.

Prop. (III) 2.0.17. Every semi-additive category is canonically enriched over CMoN, the
category of commutative algebraic monoids with the canonical cartesian monoidal structure.

Proof (Sketch). In order to prove this, we need to demonstrate that every set of mor-
phisms admits an algebraic commutative monoid structure which is preserved by
composition.

To begin then, recall the results of prop. (II) 1.3.7 and its dual statement. Then, let
C be semi-additive and fix two objects in the category, A and B, and consider C(A, B).
We wish to define addition, so take f,g € C(A, B) and define f + g € C(A, B) to be the
composite

A—ABA—B®B— B
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The commutativity of addition immediately follows from the commutativity of either
the comonoid structure on A or monoid structure on B. The associativity is a trivial
consequence of the fact that the monoidal structures in question have an associator,
coupled with a standard universal property argument. That addition respects o4 p is
again the result of a universal property argument involving A and p.

Finally, we must show that composition is a monoid homomorphism from the
biproduct. We already know that it preserves o4 g by definition, so we must only check
that (f + g)h = fh+ fg and h(f + g) = hf + hg, but again these follow from universal
property arguments based on V and A respectively. The curious reader is encouraged
to explore the diagrams, but we will not belabour the proof here. [ |

Remark (III) 2.0.18. There is one lamentable aspect of this otherwise glorious result.
Due to the cartesian monoidal structure of CMonN, in a category simply enriched over
CMonN (and not semi-additive) composition is not required to be bilinear (over N) in
the sense that we do not automatically inherit zero morphisms from such an enrich-
ment. This will not be a problem with As later, but adds an extra factor to consider
here. <

Now that we have established addition of morphisms canonically, we will attempt
to add a variety of morphisms — especially those relating to biproducts.

Prop. (III) 2.0.19. In a semi-additive category, if the finite collection C; admits a biproduct
C= EB Ci) then Zlini = ldc

Proof. The proof is a straightforward universal property argument. [

Before we proceed with a generalisation of the above argument, we consider here
the nature of the commutative monoids themselves.

Prop. (III) 2.0.20. In the canonical enrichment of a semi-additive category over CMoN, if
additionally i 1; = Oy then morphism monoids are cancellative.

Proof. In such a category € we wish to show thata+b=a+c = b=cforallab,cc
C(A, B) for any objects A, B € ObjC. To do so, we recall that we defined a+b = V(a®b)A
and leverage universal properties to our advantage.

Observe that A = 1, + 1, by universal property of biproduct. Thus, A(r, + 7t;) =
16Ty + 1, 70, + 1,70, + 1, 7T, = id +0 by assumption and prop. (III) 2.0.19. Ergo by precom-
position with 7, + 7t,, that V(a®b)A = V(a®c)A implies V(a®db) = V(adc). A universal
property argument shows that V(a@c):, = c so that V(a@® b) = V(a@c) implies b = ¢ by
precomposition with ;. |

Now we return to the context of prop. (III) 2.0.19 and show a small, perhaps triv-
ial, but nevertheless consequential generalisation that states that an arrow between
biproducts is completely determined by its actions on components.

Prop. (III) 2.0.21. In a semi-additive category, a morphism f : @?Ai — EBTBI' is
uniquely determined by the nm-many morphisms fij = 7;f1j, where (@TAI',H,,!’) and
(@TBI', 70, 1) are finite biproducts.

Proof. This is a consequence of universal properties — specifying the collection 7; f
determines f uniquely into € B; from its projection onto each B;. Then, specifying
fl]- = 7;f1; for fixed i and determines 7; f uniquely from P A; from nifijonA;. N
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This result suggests of itself something with which we are very familiar. Indeed,
the notation was chosen so as to all but prove the following.

Prop. (III) 2.0.22. In a semi-additive category, let A= @ A;, B=EPB;, and C = P C;
be finite biproducts with arrows f,g: A = Band h: B — C. Then (hf)i]- =2 hikfkj and

(8+f)ij :gi]""fij'

Proof. Let (A,”,i”),(B,7,/),(C, 1) be the finite biproducts in question. To see the
first result, consider that

Zhikfkj = an’ht,’cn,’cﬂj = nf’h[Zt,’(n,’c]ﬂj =7 hidp f1; = (hf)i]-
k k k

where the penultimate equality is due to prop. (III) 2.0.19, and the antepenultimate
one is due to prop. (III) 2.0.17. The second result is universal property argument
coupled with the distributivity of composition. [ |

We have suddenly arrived at something that the reader is reasonably expected to
find surprising, should he not have encountered it before. Semi-additive categories
lend to their morphisms a calculus of matrices! That is, props. (III) 2.0.21 and (III)
2.0.22 combine to allow us to specify morphisms involving finite biproducts as matri-
ces, where we have extended the notation in the obvious manner as indicated below on
the left- and right- most arrows, and where composites correspond to matrix products
and parallel sums to matrix sums.

( : )
B

Pc — b

(fi o fu)

AT @y,

With this new understanding we return to cor. (III) 2.0.10 and observe that it is simply
the statement that specifying the contents of a matrix in row-major or column-major
order does not change the matrix en masse. Moreover, by omitting a few subscripts, we
can recast prop. (III) 2.0.17 in matrix terms to discover that it essentially showed the

‘obvious’ statement f + g = (11 )({; ;)(i). Further still, prop. (III) 2.0.19 is the general
version of the statement that (J2)+(99)=(&9).

This is, of course, extremely exciting and interesting and the topic would appear
to be exploding with questions, the most obvious of which is perhaps: “FINVEcTy
has biproducts, and FINVEcTy is certainly enriched over CMon — do we recover stan-
dard matrix linear algebra in this fashion?” and “is there a reasonable generalisation
of conjugate transpose?”The answer in both cases is, astoundingly, yes! Regrettably,
however, we shall not explore such avenues as they would lead us far astray.
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We have seen then, how requiring the existence of all finite biproducts gives us,
chiefly, a canonical enrichment over CMon. Conversely, if we begin with an enrich-
ment over CMoN, we may define biproducts as follows.

Def. (III) 2.0.23. The biproduct of objects Ay, A, is an object B equipped with mor-
phisms 7t; : B— A; and ; : A; — B such that 7t;1; = 9;; and }_1;; = idp.

This definition is entirely compatible with our earlier definition when the two are
applicable, such as in the case of the canonical enrichment of semi-additive categories.
Thus, it is no surprise that

Prop. (III) 2.0.24. In a CMon-enriched category with zero morphisms, the existence of the
following are equivalent:

1. All finite products 2. All finite coproducts 3. All finite biproducts

Proof. We begin with (3) implying (1) and (2). The nullary case is obviously true, and
we will show only that (3) implies (1), as the the other result is achieved by dualisation.
Thus, assume that the biproduct B of the finite collection (A;);c; exists. Given maps
fi: C = A; we may form u =) 1;f; as an arrow u : C — B with ;u = f;. To see that
u is unique, suppose there was an arrow v : C — B with ;v = f;, then v = idgv =
(Lymi)v=(Luf;) =u.

Next we show that (1) implies (3), the other result follows by duality. Moreover,
our proof will be for the two object case, as this implies the finite case as we have
already the nullary case (prop. (III) 2.0.5).

Fix objects A and B in the category, and consider that we have two canonical en-
domorphisms of A x B, viz., (04 4,0p,4)7a and (Op 4,0p )Tp. As such, we may form
the sum o0 = (04,4,0p.4)74 +(0p.4,0p5)7p and observe that w40 = 14 and 7o = 73
allowing us to conclude that 0 =id 4. — this will be crucial.

Now suppose that we have an object D with morphisms f: A — D and g: B — D.
We wish to find a unique morphism u such that the following diagram commutes,
making A x B isomorphic to A+ B

(04,4,04,B) (0B,4,08,B)
A AXB B

There certainly exists a u with the required properties, u = fry + gng. For unique-
ness, suppose there was a v : AxB — D and consider that vo = uo by the required
properties of v, but 0 =ids.g so v = u. [ |

As a last result for this section, not only is the above-define biproduct thus identi-
cal, but it even supports the same addition of morphisms.

Prop. (III) 2.0.25. In a CMon-enriched category with biproducts, the sum of the parallel
arrows f,g: A = B admits the identity f + g = Vp(f ®g)A4.

Proof. Observe that Ay = 1, + 1, by universal property so that Vz(f & g)As = Vp(f &
o +1,) = VB(f D)o+ VB(f®g)ll = VBlof +Vpl, 8= f +8- u
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3. Strict 2-categories

To do (14)

3.1. Monads

To do Monads from 2-cat perspective (15)

3.2. Adjunctions
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IV. Structures

1. Bicategories

To do Horizontal categorification of monoidal (16)

1.1. SpanC

To do Use proofs from category object (17)

To do Monad here is internal category (18)

1.2. MatC

To do (19)
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2. Double categories

Def. (IV) 2.0.1. A double category is a category object in Car.

Said another way, a double category is a pair of categories and parallel functors
between them d,,d; : A = © equipped with a functor e : A X A — A and a functor
I" : © — A such that this collection forms a monoid in © — PRECAT.

A double category is a genuinely new type of categorical structure, and so we must
let go of the comfort and trappings of what we imagine a categorical structure might
look like. With that said, we still have a collection of objects in our double category. In
particular, for reasons that will soon become clear, we think of the objects of the object
category as the o-cells of our double category. From the above description in terms of
functors, we see that A-objects have d-domain and d-codomain (D-objects and so we
consider such objects 1-cells in our double category — but they form a class of 1-cells
distinct from that formed by the arrows of the object category which have only domain
and codomain inherited from their ambient category, O. We enforce this distinction
by writing the objects of A as horizontal arrows and the arrows of © as vertical arrows.

Pressing further, A-arrows have d-domain and d-codomain O-arrows and so we
consider A-arrows to be 2-cells of a sort between vertical arrows in our double cate-
gory. Of course, A-arrows also have A-domain and A-codomain objects — horizontal
arrows in our double category — and so the complete data of an A-arrow, a 2-cell in
our double category, is given by its A-domain and A-codomain objects manifesting
as horizontal arrows in our double category as well as its d-domain and d-codomain
O-arrows, vertical arrows in our double category. However, this is not the end of the
story for A-arrows.

It is not the case that the vertical and horizontal double categorical domains of the
2-cell are independent or arbitrary. Writing © : « — B for an arrow in A, observe that
it is the case that domy d,© = d,domp © by functoriality so that the domain vertical
arrow of © and the domain horizontal arrow of ©® both begin at the same object in
our double category. Similarly, dompd,©® = d, domp O tells us that the codomain
vertical arrow of © begins where the domain horizontal arrow of © ends. Exploring
the remaining identities affords us the following picture of the constituents of a double
category, where we write A, B,... for the objects.

a
A A— B
i (G
lf A—— B a b
C—D
B b) ¢ € ObjA, B
dop=A, d,p=B
(a) f € Mor© (c) © € MorA, dom® = a,

cod® =8,0,0=4a,9,0 =b

53



With this presentation in hand, we feel motivated to term the A-arrows squares — a
term whose introduction affords a concise description of the constituents of a double
category. A double category thus comprises objects, horizontal and vertical arrows
and squares, arranged as above. So as to further enforce a distinction, the identity
arrows of O are written as idz, but the identity arrows of A are written as I.

Now that we understand the contents of a double category, we may address com-
position. To begin, notice that there are three distinct composition operations at play:
the composition of vertical arrows within ©, the composition of arrows within A, and
the specified composition operation e. We will treat each of these individually before
finally examining how they interact.

The first is quickly dispensed with, the category O lives vertically within our dou-
ble category. A-composition, on the other hand, manifests itself as a vertical composi-
tion of squares. To see this, consider that for a composable pair of A-arrows © : @ — B,
I': p — 6 we have domI = cod® so that the square © has a bottom edge identical to
the top edge of the square I'. Moreover, notice that d;(I' opn ©) = d;I' o 9;0 by func-
toriality so that the vertical arrows forming the domain and codomain of the squares
compose as expected. Pictorially, with the aid of new notation, this is expressed as
follows.

e

™/ ™
ESRSH

| {m
N — >

@\ _\

QU

C D
E F
It is the expectation of the author that the square bracket notation is easily un-

derstood. On vertical arrows, [] simply means composition in O, that is, [¢] means

cop a and in the context of squares, [(?] means ['op ©. While we immediately have

| A

that vertical composition of squares is associative, the idea of vertical identity squares
perhaps requires some thought.

For any horizontal arrow «, we know that there is an A-identity arrow I} and so
there is a corresponding square in the double category. Considering the functorial
nature of d;, specifically that d;I} = idgia, we may deduce that these vertical identity
squares have vertical edges identity and horizontal edges the horizontal arrow un-
der consideration. It is easy to see that such squares are the identity under vertical
composition.
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. v . ‘l}
idy idy

B >

| A5

™ ———— ™

With that established, we turn to the specified composition operation, e. Note first
that e is a functor and so it will have effect on both horizontal arrows and squares.
In the case of horizontal arrows, the definition of the monoid from which e is drawn
stipulates that horizontal arrows are composable when their domain and codomain
objects agree in the usual manner. In a similar way, we see that squares are composable
when they share a vertical edge.

a B [a B]
A — B ] B——C = A— C
and
a [« 8]

R

C’ Al ——C’

[a" ]

Al— B B’
a/

Here again we have introduced what is hopefully transparent notation, and in both
instances [] stands in for e. By the definition of a category object, we understand this
horizontal composition to be appropriately associative, but again perhaps some care
must be taken in considering identity horizontal arrows and squares.

Given that horizontal arrows are fundamentally objects, in order to speak of iden-
tity horizontal arrows we must turn to the functor I". Recall that I" is a morphism of
monoids and so is required to satisfy 9;1" = id as functors, but it is also a functor and
so satisfies domp I" = I" domg. Thus, I" bears the following interpretation, where for
1" A € Obj A we choose to write id" and for I"a we write I".

In the above diagram we have made use of the identities [id} a] = @ = [« id}]
and [1! @] =0© =[e 1], and we have omitted the corresponding left-hand versions.
With that established, we may examine the interplay between the various forms of
composition. To do so, again we recall that e is a functor, and so in particular it is the
case that we have an interchange law

(OopnA)e(l'on®@)=(Oel)on(Aed)

or, in our new notation, this amounts to the statement that specifying a matrix in
row-major or column-major order does not alter its contents.
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A— A ° A — B = A— B
and
idff‘ a a
A— A A — B A— B
a a e a b = a b
A’4h>A’ A’—,>B’ A’4,>B’
id, a a

OIA]| _[|P Al [© A
riell (ir el |IT ©
Pictorially, this is the statement that the below-left squares admit unambiguous
composition. In order to simplify this and future diagrams, we omit the 2-cell arrow

when unambiguous or unimportant.

a B
A— B B—C
\ > \b b\ A \
[« B8]
A, ) B, B’ /5/ C’ A C
a
- [;']‘ 12 5] ‘[5/1
a’ ’
A/ BI B/ CI AI/[ ” ﬂ”] CII
a
e | v e |
AI/ - B/I B// —~ C//
a B

There remain two final facets of double categories to be noted here, viz., the man-
ner in which horizontal identity squares and vertical composition interact, and the
manner in which vertical identity arrows and horizontal composition interact. By the
functoriality of I", whenever vertical arrows a and b are composable

I
=1
[1{}] (7]
and whenever horizontal arrows «a and f§ are composable,
[ =t g
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We may also express these identities diagrammatically, where we have further en-
hanced our notation by encoding of horizontal and vertical composition through ap-
propriate juxtaposition of squares.

a B [a B]
A B C A—>C
|
ldVA‘/ I; lde 1/3 ‘/Idvc = idvA‘/ I[va B] ‘/Idvc
!
A B C A——C
a B [a B]
id" ,
_ A
id",
a I a A—— A
h
B-id"y» B = [5][ I[a l[i]
b I b C——C
id"c
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Double functors and natural transforms

Def. (IV) 2.0.2. A double functor is an internal functor in CAar.

Elaborating this definition reveals that double functors send morphisms of a given
type to morphisms of a matching type, and in doing so respect all units and com-
positions in the obvious, strict manner. Between two double functors there are two,
related notions of natural transformations, viz., horizontal and vertical double natural
transformations.

Def. (IV) 2.0.3. Given two parallel double functors, F,G : € = D a horizontal double
natural transform 7 : F — G comprises

1. A C-object-indexed family of horizontal arrows in D, t4 : FA — GA, which are
natural under horizontal composition. That is, given a : A — B in € the equality
[Foz ’L'B] = [TA Ga] holds.

2. A C-vertical-arrow-indexed family of squares in D,

TA
FA—— GA

Pal Ty lGa

FA" —— GA’
Ty’

which are natural in horizontal composition of squares, [, G&]=[F® 1,]. Fur-
thermore, this family is constrained to satisfy 7,qv, =id",, and 4] = [2; ]

The definition of a vertical double natural transform may be reached by exchang-
ing horizontal and vertical wherever they appear in the above definition.

Def. (IV) 2.0.4. Given four parallel double functors, two vertical and two horizontal
double natural transformations arranged as below left, a double natural square I' is a
domain-object-indexed family of squares I4, depicted below right,

T ()
F— G FA— GA
f[ r [g fA[ r [gA
FF — G’ FFA—— G'A
o oA

which are natural in the following sense of composition of squares, for © a square in
the domain,

Lol [f m]_[F@ w]_[w ce
o, G,® B P,® (o) N fa’ FB’ N TA/ 8o’
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V. Homology

Now that we have established some of the basic definitions and elementary results
concerning abelian categories, we may use this language as a platform to discuss ex-
actness and homology functors, and ultimately to briefly phrase the classical singular
homology in a more general fashion.

However, due once more to the extremely short time-frame permitted to the au-
thor, our treatment of these notions will be sparing and we shall introduce only the
barest of definitions in an attempt to charge towards the statement of singular homol-
ogy as economically as possible. That is to say, we shall not explore at all the elemen-
tary diagram lemmas nor indeed shall we investigate any of the theory concerning
projective modules, Ext and Tor, or particular examples of chain homology beyond a
simple outline of simplicial homology. Moreover, we shall omit many important state-
ments concerning homology functors and their specific instances — statements such as
the homotopy invariance of H,, which lend themselves to the greater context.

Nevertheless, we will strive to give — if only in the broadest of strokes — an idea of
the foundational definitions, if not some discussion of a subset of the core objects of
concern, so that further directed investigation may be made from here.

1. Kernels and co.

Continuing in the algebraic vein ushered in by the previous section, we introduce some
important generalisations of essentially algebraic notions so as to provide a uniform
means to discuss later concepts.

Def. (V) 1.0.1. Given A € ObjC and M C Mono(C a class of monomorphisms, an M-
subobject is an isomorphism class of M-monomorphisms m : B — A. That is, two
M-monomorphisms m : B— A and m’: B — A are equivalent iff there exists an iso-
morphism k : B— B’ such that m = m’k. If M = MonoC then we say that m: B — A is
a subobject.

Surprise (V) 1.0.2

In Set, a subobject B of a set A is the class of all injections m : B° — A such that
IB’| = |B|, and so not any subset in particular. Indeed, it is certainly possible for
B'NA = ¢ in general. Moreover, in Tor we see that while subspaces are cer-
tainly subobjects, so is the space itself with any finer topology. Thus, subobjects
do not necessarily capture the correct notion of containment that we desire when
we speak of subsets, subspaces and so on. As such, we will confine future discus-
sion to regular subojects, where M = RegMono (.
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Def. (V) 1.0.3. Given A € ObjC and a class of epimorphisms E C EpiC, an E-quotient
object is an isomorphism class of epimorphisms e : A — B. That is, two E-epimorphisms
e:A— Band e : A— B are equivalent iff there exists an isomorphism k : B— B’ such
that e = ke'.

Surprise (V) 1.0.4

In Mon, we find that the inclusion map N S Zis actually an epimorphism (though
not a surjection of sets) and so Z is a quotient object of N. Again then, there is a
problem with simply taking all morphisms, and so we restrict attention to regular
quotient objects.

With sub- and quotient- objects defined, we are tempted to generalise the standard
algebraic examples of such objects.

Def. (V) 1.0.5.1In a category with zero morphisms, we define the kernel of a map
f : A — B to be the equaliser of f and oxp, ker f = eq(f,0), when it exists. Dually, the
cokernel is given by coker f = coeq(f,04p).

Like all equalisers, the kernel is a regular monomorphism and so bears interpreta-
tion as a regular subobject. Dually, cokernels are regular quotient objects. Moreover,
as with all limits, the object itself is only unique up to isomorphism, but should we
include the appropriate morphism, then the collection is unique up to unique isomor-
phism. Partly motivated by this, and partly by the ever-present weight of brevity, we
use ker f to refer to both the object and the morphism k : ker f — dom f wherever
context would disambiguate such a choice.
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Non-example (V) 1.0.6

In Ring, the category of unital rings, there are no categorical kernels as there can
be no zero morphisms.

Remark (V) 1.0.7. The usual subtlety about referring to limits is exacerbated in the case
of (co)kernels wherein we may wish to discuss objects such as kercoker f. In general
categories, there isn’t a canonical coker f from which to construct ker coker f. As such,
any proof we give for kercoker f and related notions is to be carefully understood to
hold for a presupposed and indeed arbitrary choice of coker f, but not for all such
objects at once. In particular, as long as f = g with either a domain or a codomain
isomorphism, we see that ker f = ker g and coker f = coker g whenever they exist. <

Prop. (V) 1.0.8. In a category with zero object, for any monomorphism m : A — B,
(kerm, k : kerm — A) = (0,04).

Proof. For any arrow k : K — A such that mk = o,gk we must have mk = o4k = ogp =
mog 4 and so k = og 4. By definition og 4 factors uniquely through the zero object. W

Cor. (V) 1.0.9. If the category contains a zero object, then for all morphisms f : A — B
with kernel and g : C — D with cokernel, kerker f = o and coker coker g = o.

The reader may at this point be wondering about the reverse implication omitted
from prop. (V) 1.0.8. As it turns out, it is not true in a general category. Indeed, we
will need to first introduce the notion of abelian categories in order to satisfactorily
demonstrate a sufficient condition.

Finally, we exhibit properties that we may intuitively suspect hold, based perhaps
upon our experience with abelian groups.

Prop. (V) 1.0.10. If the category contains a zero object, then the kernel of opp: A — B is
isomorphic to A.

Proof. Observe that oy pidy = o4 5 and so we have a unique u : A — keroy p with
ku =id,. Then a simple universal property argument shows that uk = idyer,, , 50 that
A = ker OA,B- [ |

Prop. (V) 1.0.11. In a semi-additive category, if (A=A, ®A,, 1, 1) is a biproduct, then

1 =kerm;, m;=cokers (i#j)
Proof. Recall that the projections and inclusions satisfy 7t;1; = 6;;. We will show only
that (A;, 7t;) is the coequaliser of (0; 4,1;) for i = j as the other proof is entirely similar.

First consider that we already have 7t;i; = 0;; and so we must only show that 7;
is universal with respect to the coequaliser property. To that end, let f : A — B be
an arrow with fo; 4 = fi;. To see that there is a u : A; —> B with um; = f, recall that
(prop. (IIl) 2.0.19) f =} fy;7; but in this case, fi; = o so that f = fi;7; allowing us to
write u = f1;. That u is unique follows trivially from this, asif v: A; > Bhad vt = f
then v =vm;1; = f1; = u. [ |

61



Prop. (V) 1.0.12. For arbitrary arrow f, whenever the appropriate objects exist, the fol-
lowing isomorphisms hold: ker cokerker f = ker f and cokerker coker f = coker f.

Proof. We show only the first as the second follows via dualisation. Let f : A — B and
suppose k : ker f — A and c: A — cokerker f exist. Observe that fk = oxer 3 = fOker f4
and so f factors as f = cu for unique u : cokerker f — B. Now consider the following
diagram

¢ u
kerf — A ————2 cokerkerf ——— B
vl °
I k’
K/

If ck” = 0pcokerker K’ then fk” = uck’ = o cokerker (k' = 04k’ and so we have a unique
v : ker f — K’ for which kv = k’, and thus kercokerker f =ker f. [

Cor. (V) 1.0.13. If every arrow has a kernel and cokernel, then f : A — B is a kernel iff.
f = kercoker f.
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2. Abelian categories

Now that we have seen how enrichment of CMon is variously equivalent to the pres-
ence of specific attributes of the category, and in particular how it lends itself to the
powerful notion of a biproduct, we may be tempted to exchange CMon for a category
with slightly more structure and reexamine the theory.

The theory of such structured categories is both rich and deep, but the direction
of the document and brevity of the allocated time period for the completion of the
work have conspired to constrain discussions to topical matters. Ergo, what follows is
a brief outline of some surface results and elementary definitions in this direction, the
sum total of which will set the stage for discussions in the next section.

Def. (V) 2.0.1. An As-enriched category is a category enriched over the symmetric
monoidal category As of abelian groups, with the tensor product as that of Z-modules.

In order to understand what such a category represents, we must carefully examine
def. (III) 1.0.1 with the knowledge that morphism objects are now abelian groups. In
doing so, we see that that composition must be an abelian group homomorphism, as
it is an arrow in AB. As such, we have the curious property that composition must
be bilinear with respect to the Z-module structure of the groups and the associated
tensor product. In particular then, the category has zero morphisms and we are cured
of one of the ailments of CMon enrichment.

Surprise (V) 2.0.2

We already know that enriching a singleton set yields a monoid object in the un-
derlying monoidal category. Thus, we may be led to ask, by way of considering the
simplest non-trivial As-enriched category, what is a monoid object in Ap?

A monoid object in AB is an abelian group G together with a multiplication
morphism y: G®G — G and an identity morphism # : Z — G satisfying the requi-
site relations of unitality and associativity. Moreover, the multiplication morphism
must be bilinear (it is an arrow in AB), and thus multiplication is distributive over
addition. The careful reader will be quick to note that this means that we have
simply arrived at the definition of a ring!

For this reason, AB-enriched categories are sometimes referred to as ringoids as
they represent the ‘horizontal” categorical generalisation of rings.

Joke (V) 2.0.3. A ring is a ringoid with one object.

Remark (V) 2.0.4. Observe that Abelian groups are, in particular, commutative alge-
braic monoids and so every As-enriched category is also CMon-enriched. Thus, the
theory established in section 2 applies here. <

Example (V) 2.0.5

AB is a closed symmetric monoidal category and so is enriched over itself, as the
canonical example of an AB-enriched category.



Remark (V) 2.0.6. Before we proceed to some results concerning As-enriched cate-
gories and their more structured brethren, we pause here to note that we already have
a understanding of what functors between As-enriched categories should be. That
is, we need only examine def. (III) 1.0.5 to find that such functors are morphisms of
abelian groups which respect composition. <

Prop. (V) 2.0.7. In an As-enriched category, for a pair of parallel arrows f,g: A = B, the
following conditions are equivalent and the corresponding objects are isomorphic when they
exist,

1. eq(f,g) exists
2. ker(f —g) exists

3. ker(g— f) exists

Proof. Given that eq(f,g) = eq(g, f) it suffices to show that (1) < (2), for example.
To that end, assuming (1) where (E, e) = eq(f, g) we posit an arrow h : C — A such that
(f —g)h = oap. However, (f —g)h = oap <= fg = fh which gives a unique arrow
u : E — C by the equaliser property with e = uh. The reverse implication and the rest
of the proof proceed simply. [ |

Though this statement and its dual may be pleasing, simply enriching over As
instead of over CMon does not bring us relevantly new, interesting results. The reader
may perhaps convince himself that this is not surprising as, for example, biproducts
only emerged from CMon-enrichment in the presence of finite products and a zero
object. With this situation in mind, we introduce the following notion.

Def. (V) 2.0.8. An additive category is an Ap-enriched category with all finite prod-
ucts.

Given the contents of prop. (III) 2.0.24 we see that we may equally well have
defined additive categories as A-enriched categories with all finite coproducts or
biproducts.

If for no other reason than semantic similarity, the reader may wonder what rela-
tion additive categories have to semi-additive categories. Such a reader is to be con-
gratulated for his directed questions, for they lead us to consider

Prop. (V) 2.0.9. Any semi-additive category wherein the canonical enrichment over CMoN
extends a commutative group structure to the sets C(A, B), is additive.

Proof. We already know that semi-additive categories all finite biproducts, and so all
we must demonstrate is that if the sets C(A, B) have additive structures, then we have
AB enrichment.

This is almost completely trivial, however, as we already know that composition
is distributive, associative, and unital in the proper ways (prop. (III) 2.0.17) and it
is easy to see that positing the existence of additive inverses does not change any of
this. Consequently, in order to prove the statement we really need only show that
composition is a Z-module morphism €(B,C)®; C(A, B) —» C(A,C).

Thus, we aim to prove that for composable arrows f : A — B, g: B — C we have
(ng)f = g(nf) for n € Z, where negative values of n are understood to have the meaning
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ng = |n|(-g). To this end, consider that for n = o the statement has already been proven
(prop. (1) 2.0.17), and for positive n, (ng)f = (X" g)f = X" gf = g(X" f) = ngf by
distributivity of composition, while the proof for negative n follows, mutatis mutandis.

[ |

Where before we had that the biproduct structure in semi-additive categories de-
termined a unique bimonoid structure for every object and so a canonical enrichment
over CMon, in additive categories we have the following stronger and appropriately
more amazing result.

Prop. (V) 2.0.10. In an additive category, any two additive structures on the same mor-
phism set are necessarily isomorphic.

Proof. The proof proceeds through the following steps. We first show that for a given
biproduct A®A, 6 =1,—1; =kerV,. That is, the difference of the inclusion maps is de-
termined by the limit and colimit structures of the category (biproducts and equalis-
ers), up to isomorphism. Then we show that every difference of parallel arrows admits
a unique decomposition in terms of 6. Thus, f —g is determined by the very same struc-
ture. Finally, we note that f + g = f —(0—g) and so the entire additive structure on the
morphism sets is determined, up to isomorphism, by the limit and colimit structures
of the category.

To begin then, recall that for fixed A, the unique arrow V4 : A®@ A — A is deter-
mined by the universal property V4: = id4 and, by the biproduct property we have
Vi =m,+1,. Now, let 6 =1, -1, and observe that V0 =id4 —id4 = 04 4. With this, we
will show that (A, ) = kerV, .

5 Va
— ABDA T A

A
qu °
B

We have already seen that V46 = o, so suppose there was an arrow f : B —» A with
Vaf = o, thereby enforcing 7, f + 7, f = 0. We wish to show that there exists a unique
u : B — A such that the above diagram commutes. If we let u = 7, f then we have
ou = 1,1, f — 1,7, f. However, n,f = —m, f by assumption so that ou =} 1;7;f = f by
prop. (III) 2.0.19. Further, suppose v: B — A had é6v = f. Then 1,v = f +1,v and so
TloloV = Tof + 1,0, ergo v =1, f = u.

Now for arbitrary parallel arrows f,g: A = B, the biproduct structure on A allows
us to give a unique arrow [f,g]: A® A — B satisfying the universal properties [f, g]i, =
f and [f,g]i, = g As such, it is simple to see that f — g =[f,¢g]o and so the difference
of parallel arrows is determined by 0. [ |

Cor. (V) 2.0.11. Let € be an additive category, then by prop. (III) 2.0.17 € is canonically
enriched over CMoN. If all the morphism sets additionally are commutative groups, then
the additive structure is isomorphic to the original additive structure.

With an elementary understanding of additive categories achieved, we briefly men-
tion here functors between additive categories.
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Def. (V) 2.0.12. A functor between additive categories is termed additive when it is
an abelian group homomorphism on each morphism collection.

Happily, we have that additive functors automatically respect biproducts.

Prop. (V) 2.0.13. A functor between additive categories is additive iff. it preserves finite
biproducts.

Proof. Recall that a biproduct (def. (III) 2.0.23) was given determined entirely by its
projections, inclusions and the equations relating them. In particular, 7t;i; = 6;; and
Y ;;7t; =1id. Given that each equation is preserved by an additive functor, so too are
biproducts.

Conversely, suppose F : C — D preserves biproducts and consider parallel arrows
f,g: A= B. Wewill aim to show the middle equality in the following, thereby proving
the result using prop. (III) 2.0.25.

F(f+8)=F(Vp(f ®g)As)=Vpp(Ff ®Fg)Apa =Ff +Fg

We have isomorphisms o : F(A®A) - FA®FA and p: F(B®B) — FB® FB which
satisfy the properties gy a = Friy , a 'ips = Fiy , etc., by definition. In particular
then,

npp, (Ff @ Fg)=Ffmpa =FfFry a ' =Fng F(f®g)a™ =mpp pF(f ®g)a™"

and similarly for the other projection, 7tpp . Thus, F(f®g) = p" (F f®Fg)a by universal
property. Furthermore, mtpg Apg = idpg = Frig FA4 = tpg aFA, and so by universal
property, FAy = a™*Ap,. Dually, FVg = VpgB and the result follows. |

Cor. (V) 2.0.14. A functor is additive iff. it preserves finite biproducts iff. it preserves finite
products iff. it preserves finite coproducts.

Proof. We already have that a functor is additive iff. it preserves finite biproducts and
so it remains to be shown that preserving finite biproducts is equivalent to preserving
finite products (and by duality, finite coproducts). However, due to prop. (III) 2.0.24,
this follows trivially. n

Now that we are satisfied with some of the basic matter concerning semi-additive
and additive categories, it is time to introduce yet more structure.

Def. (V) 2.0.15. An additive category is said to be pre-abelian if every arrow has a
kernel and cokernel.

Non-example (V) 2.0.16

The category of free abelian groups is not pre-abelian as there are no cokernels in
general.

We are quick to note that pre-abelian categories are, in particular, finitely complete
and cocomplete (as they have all (co)equalisers via prop. (V) 2.0.7 and (co)products by
definition) and may have, in fact, been equivalently defined as Ap-enriched categories
which are finitely complete and cocomplete.

Prop. (V) 2.0.17. In a pre-abelian category,
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1. Every arrow admits a canonical factorisation as f = (kercoker f)f (cokerker f)

2. If f = mw where m is a kernel, then there is a unique monomorphism x such that the
below-left diagram commutes. Dually, if f = we where e is a cokernel then there is a
unique epimorphism x such that the below-right diagram commutes

f (cokerker f) cokerker f
. .. . N
wl Lx lkercokerf e l x l(kercokerf)]_‘
. .. . ..
m w

Proof. First we write f = (kercoker f)u through the universal property of kercoker f,

kercoker f ——— B =X coker f

u

| f
A

Note that f(ker f) = o, but f = (kercoker f)u with kercoker f monic so u(ker f) = o
and we may factor u = f cokerker f by the coequaliser property.

For (2), suppose that f = mv where m = kerg for some arrows v : A — kerg, m :
kerg — B, and g: B — C and consider the below diagram.

u
A — kercoker f

| NI,

kerg B C

m 7
e
’

c

w
coker f

By assumption the top square commutes and we have gm = o. As such, gf = gmv =o0
and so by the cokernel property of ¢ = coker f we have a unique w : coker f — C for
which g = we. Observe then that gk = wck = wo = o as k = kerc and so by the kernel
property of m = ker g we must have a unique x : kercoker f — ker g with k = mx (which
is easily seen to make x a monomorphism). Furthermore, mv = f = ku = mxu and as
m is a monomorphism by assumption we have v = xu. Dualisation of this argument
completes the proof. |

Regrettably, f is not monic or epic in general pre-abelian categories. In the same
way that examining the restriction that the canonical morphism from coproducts to
products be an isomorphism led to categories with interesting structure, we desire
conditions for f to be an isomorphism.
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Prop. (V) 2.0.18. In a pre-abelian category, if every monomorphism is a kernel and every
epimorphism is a cokernel, then for every arrow f, then the canonical arrow arising from
the limit-colimit structure f : cokerker f — kercoker f is an isomorphism.

Before we prove this, we first give a minor technical result.

Lem. (V) 2.0.19. In a pre-abelian category, if every monomorphism is a kernel and every
epimorphism is a cokernel then any morphism which is monic and epic is an isomorphism.

Proof. Assume f is monic and epic. As f is monic, f = kerg for some arrow g.
However, gf = o gives g = o as f is an epimorphism. Thus, by prop. (V) 1.0.10,
f =kerg =id. [ |

Proof (prop. (V) 2.0.18). We show that f is both epic and monic, and consequently an
isomorphism given the assumptions.

Let u = f cokerker f and consider a pair of parallel arrows a,b : kercoker f = C
such that au = bu and take their equaliser, as in the following diagram.

e a
— kercoker f 2 C
b

E
v

: u
A

Recall that f = ku = kev and so m = ke is a monomorphism which has f = mv. By
assumption, m is a kernel and so we may apply prop. (V) 2.0.17 to find a unique
monomorphism x with k = mx = kex. Thus ex =id and so ae = be = a =10, and from
u = f cokerker f being epic it easily follows that f is too. Similarly, we perform the
dual of the above proof to v = (kercoker f)f to find that v is a monomorphism and so

f is both monic and epic. Thus, f is an isomorphism (lem. (V) 2.0.19). |

The observant reader will note that in a rather elementary manner, the above con-
ditions are also necessary.

Prop. (V) 2.0.20. In a pre-abelian category, every monomorphism is a kernel and ev-
ery epimorphism is a cokernel iff. for every arrow the canonical arrow f : cokerker f —
ker coker f is an isomorphism.

Proof. We have already shown the ‘only if” part. Assume that m is a monomorphism
and write m = (ker coker m)mi(coker ker m) by prop. (V) 2.0.17, for m an isomorphism.
By prop. (V) 1.0.8, kerm = o and so coker ker m = cokero = id (prop. (V) 1.0.10), mak-
ing m = ker(coker m) and thus a kernel. By dualisation, e = coker(kere) for e an epi-
morphism. |

Cor. (V) 2.0.21. In a pre-abelian category, where every monomorphism is a kernel and
every epimorphism is a cokernel, ker f o <= f is a monomorphism.

Proof. The ‘only if’ is given by prop. (V) 1.0.10 and the ‘if” by the above proof. |

68



With the sufficiency and necessity of the condition achieved, we may question the
extent to which such a factorisation is unique. In order to answer this, we must tran-
sition to a setting where such a factorisation always exists.

Def. (V) 2.0.22. A pre-abelian category wherein every monomorphism is a kernel and
every epimorphism is a cokernel is said to be abelian.

It is no accident of naming that we have chosen the adjective abelian. Indeed,

Example (V) 2.0.23

AB is an abelian category. It is Ap-enriched, it supports finite biproducts in the
usual manner, every arrow has a kernel and cokernel (again in the usual manner),
and every monomorphism is a kernel (G — H =% H/im) and every epimorphism is
a cokernel.

Returning to the matter of factorisation — as it happens, not only is the canonical
factorisation unique in abelian categories, but there is a far more general result which
implies it.

Prop. (V) 2.0.24. In an abelian category, for every commutative square of arrows bf = f’a
(below left), if we write f = me for m = (kercoker f)f and e = cokerker f and ' = m’e’
for m’ monic and e’ epic, then there exists a unique u such that the diagram below right
commutes

e m
A— B A —— cokerkerf ——— B
al Jb al iu lb
AI ,> B/ AI . B’

f e’ m’

Proof. Let k = ker f so that ek = 0. Consequently, mek =o and fk =0 and bfk =0 and
f’ak = m’e’a = o so that ¢’a = 0. As such, e’a factors uniquely through cokerker f as
ue = e’a. Finally, m"ue = f’a = bf = bme implies that m'u = bm. [ ]

Cor. (V) 2.0.25. In an abelian category, a mono-epi factorisation of an arrow f = me is
unique up to isomorphism.

Proof. Write f = me = m’e’ and apply prop. (V) 2.0.24 to the degenerate square to
find a unique u with ¢’ = ue and m = m’u making u both epic and monic and so an
isomorphism (lem. (V) 2.0.19). |

Def. (V) 2.0.26. In an abelian category, if we write f = (ker coker f)f(cokerker f) then
we say that im f = kercoker f and coim = cokerker f.

Remark (V) 2.0.27. This definition is well chosen indeed. First, we have that imm = m
for monomorphism m and the dual result. To see this, combine the fact that every
monomorphism is a kernel with prop. (V) 1.0.12. Second, a rephrasing of prop. (V)
2.0.20 would be the statement that abelian categories are precisely the pre-abelian
categories wherein the first isomorphism theorem holds (im = coim). <

Moreover, abelian categories grant a convenient notion of quotient object more
readily recognisable then merely an isomorphism class of epimorphisms.
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Def. (V) 2.0.28. In an abelian category, if an arrow f factors through an arrow g, then
we write ¢/f for coker(f”: A — img) where f” is the unique arrow arising out of the
below-right commutative diagram.

img —— B 3 cokerg

- /%
C

A——

f/

The dual construction, where f and ¢ have common domain A and f = f'¢g: A — B,
gives rise to ker(f”: B — coim g) and we abuse notation to write g\ f for this case.

Remark (V) 2.0.29. Again, this coincides with what we might expect in As. The fact
that f factors through ¢ means that imf C img and so we can factor f through
A —img C Bvia f” which acts on elements as f”(a) — f(a) — essentially a codomain
restriction of f. Then, with the interpretation that coker f” = img/im f” we see that
we have indeed created a reasonable definition of g/f. Moreover, if C = B and g =id¢
so that f = f’ then we see that img = id¢ so that f” = f and g/f = C/im f, exactly as
we would have liked. <

With an eye to later sections, we consider the following statement.

Prop. (V) 2.0.30. In an abelian category, if gf = o for composable arrows f and g, then
the following are all isomorphic

1. kerg/im f 4. coker(im f — kerg)
2. coim g\ coker f 5. ker(coker f — coim g)
3. im(ker g — coker f) 6. coim(ker g — coker f)

Proof. To begin then, let f : A — B and g : B — C be such that g¢f = o. Using the
canonical decomposition, write f = 1mf)f and g = ¢(coimg) for f epic and ¢ monic.
Now, noting that gf =0 = g(imf)f = o and f epic, factor im f through kerg and
likewise coker f through coim g to arrive at the following commutative diagram.

u
/ imf ——— kerg

/\/
/\/

coker f ———— coimg
v

Unlabelled, left to right, top to bottom, are im f, kerg, coker f, and coimg. With
that achieved, consider that kerg/im f = coker(im f — imkerg) but imkerg = kerg
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(prop. (V) 1.0.12). Thus ker g/im f = coker u and dually coim g\ coker f = kerv, giving
(1)=(4) and (2)=(5). Then, writing A for coker f ker g, by prop. (V) 2.0.20 we have that
coim A =im A thereby showing (3)=(6).

Next, consider that Au = coker f ker gu = coker fim f = o and similarly it is the case
that coker f kergker A = Aker A = o so that we may find ker A = ker(coker f) = im f
with unique isomorphism p : im f — ker A having (ker A)u = u. As such, it follows
that cokeru = coker(ker 1) = coim A giving (4)=(6). Dualisation yields (3)=(5) thereby
completing the proof. [ |

Remark (V) 2.0.31. In the above proof we showed that im f = ker A, which is essentially
the generalised version of the statement that gf = o forces im f C ker g, should we view
matters in A and see A as the composite kerg € B — B/im f. <

To conclude this section, we note that we may have instead defined abelian cate-
gories in terms of the existence of certain objects and derived the additive structure on
the morphism collections in a manner reminiscent to that of semi-additive categories.
In particular, it is a theorem that

Thm. (V) 2.0.32. A category is abelian iff all of the following hold,
1. there is a zero object,
2. every pair of objects has a product and a coproduct,
3. every arrow has a kernel and a cokernel,
4. every monomorphism is a kernel; every epimorphism is a cokernel

While interesting and certainly in the spirit of the exposition so far, this proof
would require a few involved technical lemmas which would consume too much space-
time. As such, the ever curious reader is directed to [Borg4] for a full and lucid expo-
sition.

3. Exactness

Def. (V) 3.0.1. A pair of morphisms f : A — B and g : B — C are said to be exact
if imf = kerg. An exact sequence in a category with zero morphisms is given by a
sequence of objects (A,) and accompanying morphisms f, : A,, —» A, such that each

pair (f,, fu11) is exact.

Prop. (V) 3.0.2. In an abelian category, im f = kerg < coker f = coimg.

Proof. Recall that for every morphism f = (im f)f(coim f) and in particular im f =
kercoker f and coim f = cokerker f. As such, if kercoker f = kerg then we have
coker f = cokerkercoker f = cokerker g = coim g where the first isomorphism is due
to prop. (V) 1.0.12. The other direction follows by dualisation. |

Def. (V) 3.0.3. A short exact sequence is an exact sequence of the form
0o—A L) B 3 C—o
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Prop. (V) 3.0.4. In an abelian category, an exact pair of morphisms - L LR - form a short
exact sequence iff. both

1. f is monic, g is epic
2. f =kerg (equivalently, coker f = ¢)

The proof is not particularly enlightening, and relies on manipulations of the
canonical decomposition of morphisms in abelian categories (props. (V) 2.0.17 and (V)
2.0.18) using a few properties of kernels and cokernels (cor. (V) 2.0.21 and props. (V)
1.0.10 and (V) 1.0.12). Nevertheless, it serves to show that we can manipulate objects
in abelian categories as though they had many of the familiar properties of abelian
groups.

foog .
Proof. Assume that o - - — - — - — o forms a short exact sequence, that is, imo =

ker f, im f = kerg and img = kero. Then, imo = kercokero = kerid = o so that o
ker f and thus f is monic. Dually, ¢ must be epic. Furthermore, recalling that f
(im f)f (coim f) where coim f = cokerker f = cokero = id we have f = im f and so
f =im f = ker g by exactness. Dually we may have pursued the exactness property of
coker f = coim g to find coker f = g.

Then, assume (1) and (2) to find that ker f = o = img, and similarly that img =
ker coker g = kero so that o — f and ¢ — o are exact. Moreover, f = ker g implies that
ker coker f = kercokerker g = ker g and so the sequence is short and exact. |

. kerf  coimf imf  cokerf
Prop. (V) 3.0.5. In an abelian category, - —— - —— - and - —— - —— - form short

exact sequences for any arrow f.

Proof. Both ker f and im f are monomorphisms, and both coim f and coker f are epi-
morphisms. As such, we must only check that ker f = kercoim f and im f = kercoker f.
The second is true by definition and the first admits a simple proof as kerim f =
kercokerker f = ker f (prop. (V) 1.0.12). |

As we can see, by assuming that the underlying category is abelian we are afforded
some convenient reformulations of exactness and familiar results. Partly inspired by
this, we shall restrict all further discussion in this section and those that follow, by
implicitly assuming that whenever exactness or chain complexes arise the ambient
category is abelian.

Given this context, and that we already know what additive functors are, we may
be tempted to define ‘abelian’ functors which respect that key advantage of abelian
categories over additive ones, viz., finite completeness and cocompleteness. To this
end, we turn to finitely continuous, cocontinuous and bicontinuous functors.

Remark (V) 3.0.6. The current and popular terminology for finitely continuous, cocon-
tinuous and bicontinuous functors (in the context of homological algebra, and some-
what beyond) is, respectively, left-exact, right-exact and exact. In an effort to remain
standard in this matter we shall employ these terms. <

As an immediate consequence, exact functors between abelian categories preserve
exact sequences and so fulfil an important role in the study of such objects. Observe
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further that we did not define exact functors between abelian categories to be additive,
but it is a consequence of cor. (V) 2.0.14 that left- and right- exact functors between
abelian categories are additive. In fact,

Prop. (V) 3.0.7. A functor between abelian categories is left-exact iff. it is additive and it
preserves kernels.

Proof. Combine cor. (V) 2.0.14 and prop. (V) 2.0.7 and that finite completeness is
equivalent to the existence of all finite products and finite equalisers. |

This allows us to give an alternate characterisation of exact functors.

Prop. (V) 3.0.8. An additive functor between abelian categories is exact iff. it preserves
short exact sequences.
Proof. Combine props. (V) 3.0.4 and (V) 3.0.7. |
More than this, exact functors play a crucial role in enabling discussion of exact
sequences in general abelian categories. In particular, though we have not explored
“diagram chasing”, many proofs are made tractable by explicitly tracing an element
about a diagram as it undergoes the actions of various morphisms. Naturally, such an
approach is not possible in general abelian categories and so we must find an alterna-
tive. One such is the following.

Thm. (V) 3.0.9 (Freyd-Mitchell embedding). Every small abelian category admits a
fully-faithful and exact functor to R-Mob for some unital ring R.

Regrettably, the proof is well beyond our means to sketch. A full version with all
the necessary exposition may be found in [Fre64].

Thus, whenever we need to prove a result concerning exactness or indeed any
forms of kernels or images, we may simply trace the action of maps as though we
were in R-Mop and the result would be valid, independent of whether there exists an
appropriate notion of elements of objects in the abelian category in question.

While this is indeed convenient, it may be troublesome that the enabling theorem
is so far beyond the scope of the content thus far. [MLg7]| provides for us an alternate
view of the scenario by defining a general notion of “members” of an object in an
abelian category and showing that such members, equivalence classes of maps with
codomain of interest, behave just as though they were “elements” of the object in
question, thereby obviating the need for such powerful and advanced considerations
as the theorem of Freyd-Mitchell.

With all of this, we would be able to consider such statements as the five lemma,
given below, which prove useful in more advanced considerations in homological al-
gebra.

Lem. (V) 3.0.10 (Five lemma). Given the below commutative diagram in an abelian cat-
egory, if the top row is exact, m and p are isomorphisms, | is an epimorphism, and q is a
monomorphism, then n is an isomorphism.

A B C D E
A/ B/ C/ D/ E/
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3.1. Chain homology

Def. (V) 3.1.1. In an abelian category, a chain complex is a sequence of objects labelled
by integers and composable arrows between them

n+1 n
"'_>Cn+1 —>Cn_)cn—1 e

where d,,d,,,, = o for all n, oftentimes abbreviated as (C,, d,) or C,.

We may be tempted to consider chains as objects all their own, and as such, we
would require a suitable definition of morphisms between chain complexes. In what
follows, we will write all maps within chains as d,, wherever unambiguous.

Def. (V) 3.1.2. A morphism of chains, f, : C, — D,, is a collection of arrows f, : C,, —
D,, such the following diagram commutes.

0 d
Cis = Cy . Copoy —
RPN
) ? Dn+1 B D, P D,_, >
an+1 an

Remark (V) 3.1.3. Note that for the above diagram to commute, it is sufficient and
necessary for each square to commute and so we really require that d,,f, = f,,_,d,,. <

With that established, and the notion of composition of chain morphisms defined
in the obvious manner, we write CH(A) for the category of chain complexes over the
abelian category A.

With the introduction of CH(A), an entire line of inquiry becomes available and we
may ask about the nature of CH(A), and in particular, the extent to which the structure
of A effects it.

Prop. (V) 3.1.4. If A is abelian, then Ca(R) has all finite biproducts, kernels and cokernels,
and they are computed ‘degree-wise’: ®(C,,d") = (&C,,(d,m.)), etc.

Proof. Recall that given a finite set I and a collection of chain complexes (Ci,ai)id,
C, € Obj A for every i € I, n € Z so that ®;C,, exists as an object in A. With this in hand,
we show that (®C,,(d,m,)) is a chain and supports the correct universal property to
be [1(C.,d,). By dualisation it will follow that [ [(C,,d") = (&C,,(d,.,)) and thus we
conclude the existence of biproducts in CH(A). First, observe that
T(£<a1i1n1i1><a1iq+1n1iq+1> = a§8ﬁ+1n1lfl+1 =0

so that by universal property (afqn,’;)'(aﬁ;ﬂnfqﬂ) = o. Then, suppose there was a chain
(D,, d,) with chain maps f, : D, — C., and consider the following diagram.
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aC! eCl_ ——
/\" /\1
(fiy -~ (fur)
/// a[ ///
D, ~ D, —-

Clli_l N

The bottom face commutes by assumption, and the left, right and front faces commute
by definition of the maps (f,), (f,_,) and (d; ;) respectively. To see that the back face
commutes, we must view the relevant composites as arrows u,, : D,, — &C,_, thereby
uniquely characterising them by their projections. However,

ik _ (LT fly = ONfk = fik 0 = h_(fiL )0,

The commutativity of the diagram thus follows and this, with dualisation, com-
pletes the proof of the existence of biproducts.

In an entirely similar vein, let f, : C, — D, be a chain morphism and suppose there
was k, : K, = C, such that f,k, = o and consider the following diagram

Here we have noted that f,_, d, ker f,, = 9, f, ker f, = o to find the unique arrow u,, with
(ker f,_,)u,, = d, ker f,,, and v,, v,_, arise via assumption. With that established, we
note that the top face commutes by assumption, and the left and right triangles and
the central square commute by definition of the maps v,, v,_, and u, respectively.
To see that the bottom face commutes, that u,v, = v,_,d,, we make use of what is
effectively a universal property argument.

Observe that ker f,,_; is a monomorphism and post-composition of both composites
yields the same morphism so that the entire diagram commutes. Explicitly,

(ker f,_i)u,v, = dy(ker f)v, = 9k, = ki 8;1, = (ker 1 )viy 8;1’
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All that remains concerning ker f, is to show that u,u,,, = o making (ker f,, u,) a
chain. This matter is quickly laid to rest when we recall that ker f, , is a monomor-
phism, so that the equality

(ker fy_yJuyityy, = an(kerfn)unﬂ = 010144 (ker fuy1) =0 =(ker f;,_;)o
gives the required statement. Dualisation completes the proof. |
This result allows us to tie the proverbial knot and demonstrate that

Cor. (V) 3.1.5. CH(R) is abelian if N is abelian.

Proof. Under the evident, degree-wise additive structure CH(A) is certainly pre-abelian
due to the previous result. In order for the category to be considered abelian, it re-
mains to be shown, as per prop. (V) 2.0.20, that for a chain morphism f, : C, — D,,
im f, = coim f,.

To begin, consider the collections (imf,,é\.) and (coim f,,d,) where the maps é\.
and d, arise out of the following commutative diagrams.

C, —=2 D, — cokerf, kerf, — C, —2 D,
an‘ ‘a; ] 2y ‘an ‘a;
Chy —_—2D,, — coke¢1rfn_1 ke;fn_1 — Cy_y — 2D,
im f, —— D,, —3 coker f, ker f, —= C, —— coim f,
3, \a,; ‘a a\ ‘an 3,
irnj‘n_1 — D,_; =3 coker f,_, kerf,_ ., —2C,_, — coim¢fn_1

To see that these are chains, consider that coim f,,, is an epimorphism so we check
gngnﬂ coim f, ., = grl(coimfn)an+1 = (coim f,_,)d,, 0,4, = 0 = o(coim f,,,) and dually
for (/9\n/8\n+1 = o. With that established, we must show that the following diagram com-
mutes in order demonstrate that the degree-wise isomorphism extends to a chain iso-
morphism (im f,,é:) = (coim f,, 5,), where ]_(1- is the usual isomorphism in A.

—

imf, — " imf,

7l [Fs

coim f,, —— coim f,_,

n

We shall show that the two composites are equal by post-composition with im f,_;, a

monomorphism.
First observe that (imfn_l)anfn = ag(imfn)]_[n by the bottom-left diagram. For
the second composite we pre-compose with coim f,, to find (im fn_l)]_‘n_lan(coim fn) =

(im fo_ ) f s (coim f, )9y, = fu-1 9y = I fy = d,(im f,))f ,(coim f,,) so that we may infer
(im f,_,)f,_,@n = d,(im f,)f,, thereby concluding the proof. [ |
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Of course, there are now many questions which we may ask about Cu(R). For
example, under what circumstances does iteration of Cu produce genuinely new cat-
egories? If A is monoidal, is CH(A) monoidal too? Is it closed? Regrettably, such
investigations would divert our attention too extensively to admit discussion here.

Despite our demanding that dd = o, in general a chain complex need not also be
an exact sequence considered as a diagram in the underlying category. In fact, by and
large, homology is the study of the deviation from exactness of such complexes. In
particular,

Def. (V) 3.1.6. Given a chain complex C, we define the n-th homology object to be
H,(C) = kerd,/imd,,,, understood in the generalised sense of prop. (V) 2.0.30. If
H, = o then we say that the complex is exact in degree n.

It is a simple matter to check that our terminology of exactness is warranted.
Prop. (V) 3.1.7. H, =0 = imd,,,, =kerd,.

Proof. By prop. (V) 2.0.30, writing u for the unique arrow imd,,,, — kerd,,, if cokeru =
o then u must be epic (cor. (V) 2.0.21). However, by construction u is already monic
and so u is an isomorphism (lem. (V) 2.0.19). [ |

Moreover, should we carefully view H,, as an assignment of objects from CH(A) to
A, we may wonder whether H, extends to a functor. Indeed,

Prop. (V) 3.1.8. For each n € Z, H, : Cu(R) — R is a functor.

Proof. Let f, : (C,,d,) — (D,,d.), be a morphism of chain complexes. Recall that
H,(C) = kerd,/im anﬂ =~ coker(lm d,4+, — kerd,) (prop. (V) 2.0.30). Further, if we

write d,,,, = (im anﬂ)&nﬂ for 8n+1 epic then it is apparent that we have isomorphisms

Hn(C) = coker(imd,,,, — kerd,,) = coker(C,_, — kerd,)) and so we construct the arrow
H,(f,): coker(C,,, — kerd,,) — coker(D,,,, — kerd),).

I

a, u

D,., — kerd, — D, — D,_, C, —= kerd,, — cokeru

foor| u [v T e fnl lv H,(f,)

C — kerd,, — C C,_ E— ’
n+1 n n—- ~n-1 Dn N keran — coker u’
511 /
u

ai’H—l

In the above-left diagram, we have observed that d,d,,, = o to retrieve the ar-
row u and similarly u’. Then we noted that J'f, kerd, = f,_,d, kerd, = o to find the
arrow v. By the universal property of kerd,, it must be the case that v = u'f,  u
and so the diagram commutes. Then, turning to the above-right diagram, observe
that (cokeru’)vu = (cokeru’)u’f,,, as the above-left diagram commutes, to find the
unique arrow H,(f,) as desired. Given that we have defined H,(f,) by universal
property, it is readily apparent that H,(g,f,) = H,(g,)H,(f,) and it is a simple mat-
ter to see that H,(id,) = idcoker,. Finally, to conclude the proof recall that we simply
have domain and codomain isomorphisms on H,(f) so as to interpret it as an arrow
H,(C) — H,(D). [ |
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As has been indicated, many more topics and questions concerning H,, are imme-
diately apparent, but we shall not have time to explore them.

3.2. The simplex category

The goal of this section is to introduce a means to discuss the classical notion of sin-
gular homology (with which some familiarity on the part of the reader is assumed) in
a sufficiently general context. In particular, we do not wish to constrain our consider-
ations to the case of classical singular homology — chains of free abelian groups gen-
erated by continuous functions from the standard topological simplexes {(t,,...,t,) €
R"™*| ¥ t; =1, t; > o} into the space of concern with the morphisms of the chain given
by the alternating sum of face maps. Indeed, as we shall see, we shall generalise the
notion of standard simplex in such a way that we will be able to realise this construc-
tion in a categorical manner such that we may work in any abelian category.

We begin by introducing a particular monoidal category that is of central concern.

Def. (V) 3.2.1. The augmented simplex category, denoted A,, is the category whose
objects are finite ordinals and whose morphisms are order preserving functions. The
simplex category is the full subcategory of non-zero ordinals and is denoted A.

Remark (V) 3.2.2. When we speak of ordinals in this section we will follow the stan-
dard definition due to Von Neumann which gives o = ¢, 1 = {o}, efc. It can be shown
that each well-ordered set is order-isomorphic to precisely one such set and so, in this
way, we have canonically chosen a representative of each equivalence class. Thus we
will write 1 + 1 = 2 with direct equality, and so on. <

Recall that given two ordinals we may take their ordinal sum to arrive at a third
ordinal, and that this sum is associative. Noting that there is an order isomorphism
n = {x} x n, the ordinal sum n + m is simply the usual coproduct of sets endowed with
the evident total ordering that has n < a for all a € m. Consequently, n=n+¢=¢ +n
and associativity of this operation can inductively be shown to be strict, where the
base case is (n+m)+ ¢ = n+ (m+ ¢). Moreover, + extends to a map on morphisms in
A, as we define f + f': n+n" — m+m’ through

f(a), aen

+ f')(a) =
+/) m+ f’(a), otherwise
It may be shown that this extension is functorial, making +: A, x A, — A, a bifunctor,
thus rendering (A,, 0,+) a strict monoidal category.

Def. (V) 3.2.3.Let 0/ : n — n+1 be the injective order preserving function from
n to n+ 1 that omits k € n+ 1 in its image, ox(n) = {o,...,.k—1,k+1,...,n} C n+ 1.
Complementary to this, we write o) : n+1 — n for the surjective order preserving
function which does not increase on k € n+ 1, 0}/ (k) = o (k + 1).

Remark (V) 3.2.4. Due to their geometric interpretation, the maps ¢ and o are com-
monly referred to as the coface and codegeneracy maps. <



Prop. (V) 3.2.5. The following identities hold

1 j<k = 81y =opito!

k+1%j
. n-1 __n __ n—-1 __n
2.]$k:0j Of = 0% 07y,

_1)

6?‘10]”_1 k<j
3. (7}162 =30 1o, k>j+1

k-1%j
id,,, (k=j)v(k=j+1)
Proof. Each statement may be shown via direct computation. |

Enabled by the calculus outlined above, it is a theorem of [MLg7] that every arrow
in A, admits canonical decomposition in terms of o and o. Our interest in this fact
is limited to stating that functors whose domain is A, are determined by the objects
in their image and their action on 6 and o alone. The particulars of the result are as
follows.

Thm. (V) 3.2.6 (Mac Lane). Every arrow f : n — m in A, admits a unique decomposition
in terms of o and o as f =0, 0+++ 00, 00y, 000y, where n+k =m+j and

o<ap<--<a,<m, o<b <--<bj<n-1

Regrettably, that is the limit of our interest in A, specifically, but the reader may
rest assured that augmentations and related concepts have found employ in the gen-
eral theory — we mention them only for completion as our true interest lies in A. With
that established, we introduce some terminology.

Def. (V) 3.2.7. Given a category €, an augmented simplicial object in € is a functor
S : A;" — €. Correspondingly, a simplicial object in € is a functor S : AP — C. A
morphism of simplicial objects is a natural transform between the functors.

Though obvious, we nevertheless make explicit the relations that d and s satisfy as
a result of being the functorial images of 6°P and ¢°P, for later reference.

Cor. (V) 3.2.8 (Dual to prop. (V) 3.2.5). For a simplicial object S : A°° — €, where d = S0
and s = So, the following identities hold.

1j<k = A7) = dpdl

. n+1.n _ _n+1.n
2. j<k = 577 s =558

S, k<
3. dfist =31, k>
ids,,  (k=j)Vik=j+1)

Example (V) 3.2.9

Simplicial sets are presheaves on A, and form the category sSEet.

With this particular example, we may attempt to shed some light on the nature of
simplicial objects via simplicial sets and some geometric allegories.
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Recall that the Yoneda embedding gives an embedding h_ : € — [C°P,SeT] and so
we may examine A under this embedding in [A°P,SeT]| = sSer. In particular, let us
consider the image of n € A under this embedding and write A" for h,, = A(—, n), which
we shall term the standard n-simplex.

A convenient understanding of the standard n-simplex is as a generalised version
of an ordered geometric simplicial complex. That is, we shall view A" as a collection
of sets (the images of the objects in A, no less) of geometric simplexes whose vertices
are labelled by positive naturals ordered monotonically. These sets are indexed by
the object of A in question (annoyingly this is one more than the geometric dimension,
for two points make a line, etc.), A" ~ {S,,S,,---}. However, we must also allow for
‘degenerate’ geometric simplexes in which some adjacent vertices coincide.

Explicitly, if we were to write out A® in this manner using the usual notation for
simplexes on vertices, we would have sets S, = {[o],[1]}, S, = {[o,0],[0,1],[1,1]}, §; =
{{o,0,0],[0,0,1],[0,1,1],[1,1,1]}, and so on - see fig. 5.1 for a visualisation. This nota-
tion is, obviously, doubly meaningful in this context. For A", the element [v,,...,v;] €
Smwith k€ m,v; €n,i <j = v; <vj, also records the order-preserving function in
A(m,n). That is, we see [v,,...,v,,_,] as the function which takes values f(j) = v;.

Furthermore, this context allows for a convenient understanding of the face ' and
degeneracy maps. The face map is the image of 6, under A" and using our notation
is an arrow dy = A"(8;) : S, = S,u—, which takes a simplex and yields the embedded,
‘lower dimensional’ face by omitting the kth vertex, fig. 5.1. Really, however, this is
just the usual precomposition of functions in A(m, n) by o," .

Dually, the degeneracy maps (images of o under A") have type S,, — S,,,, and can
be understood as taking a simplex [v,,...,v,,] to the degenerate, ‘higher dimensional’
simplex [V, ..., Vi, Vis- v s V-

51:{21 , 52:{[0;01 Jo1l, [1;1]},

S :{ [o,g,o] [.0,0,1’ [.0,1,1’] [1,:,1]

3

Ld,

5= or1]

Figure 5.1: Left A visualised, right face maps on [o,1,2] € S, of A3.

Though illuminating, as presented these notions only apply to the image of A em-
bedded in sSer. More general simplicial sets are unlike the standard n-simplexes de-
scribed above (in the extreme, consider the constant simplicial set). However, they still
obey the same relations due to their functorial nature and so may be thought of in the
same manner. In fact, in general, the above ideas serve as as an effective mental model
of the underlying nature of simplicial objects in general categories — though this must
be used with caution, certainly since ‘elements’ do not always have analogues.

'Recall that we are talking about presheaves and so A°P, hence face instead of coface.
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With the idea of simplicial objects established, we are now in a position to recall
the classical singular homology and attempt to phrase it in a far more general manner.

Simplicial Homology

Let us write |A"| for the standard topological n-simplex given by the convex hull
{(to)...,ty) € R Y t; =1, t; > o}. Fixing a topological space X, it may be shown
that the assignment S = Tor(|A™|, X) : A°’ — Set which acts in the evident manner on
objects and has S(ézp)(f) as the restriction of f to the simplex without vertex k and
likewise for sigma, is functorial and so forms a simplicial set. Thus, we have managed
to phrase the selection of continuous maps from the standard geometric simplex into
a space in terms of simplicial sets.

Remark (V) 3.2.10. That we have chosen to write |A"| is no accident of notation. It is
an indication that something far more interesting is happening behind the scenes. In
general, there exists a way to construct a topological space from an arbitrary simpli-

cial set, and moreover, this operation is functorial |-| : sSer — Top and is termed the
realisation functor. Unfortunately, we will not have time to study realisations and the
wonderful concepts to which they lead. <

Observe that, given a simplicial set S : A°’? — Set, we may post-compose the free
abelian group functor Z : SET — AB to arrive at a simplicial group. Moreover, had these
sets been arrived at via Topr(|A"|, X), we would have a complete categorical version of
the classical singular homology construction. Thus, should we recast the classical
alternating face map result in a suitably general manner, we will have succeeded in
categorifying singular homology. Of course, there is no reason to restrict ourselves
to free groups, nor indeed AB. Thus, the general version of the chain part of the
construction of singular homology would read as follows.

Prop. (V) 3.2.11. Let A be a simplicial object in an abelian category R with face maps dy,
and define d,,: A,, — A,_, to be the map

then (A,, d,) is a chain over A.

Proof. We must show that d,,d,,,, = o, and this may be achieved by the usual direct
expansion, noting well cor. (V) 3.2.8 (1) which enables the pairwise term cancellation.
[ |

Thus, the categorical description of simplicial homology admits a neat summary.

Def. (V) 3.2.12. The simplicial homology of a simplicial object A : A°’ — A, where
A is an abelian category, is the chain homology of the chain (A,, d,) where d, is as in
prop. (V) 3.2.11.
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4. Regular categories

Although we managed to retrieve a great deal of algebraic notions of images and ker-
nels in a more general manner, we did so in the setting of abelian categories.

In general it is undesirable to require the full force of abelianness (or even As
enrichment), for example, to prove statements such as (but not limited to) unique
factorisation of morphisms through their images. To this end, and for completion and
to better flesh out the hierarchy presented, we achieve ‘algebraic feeling’ categories by
introducing the following notion.

Def. (V) 4.0.1. Given an arrow f : A — B in C, the kernel pair of f is the pullback of
f along itself, viz., p,,p, : P =2 A.

Remark (V) 4.0.2. In general categories, the kernel pair and the kernel are not iso-
morphic. In Ser,, for example, the kernel of a morphism f : (X,x) — (Y,p) is the set
{a € X|f(a) = y} whereas the kernel pair is the set {(a,4") € X x X|f(a) = f(a’)}. The
only “natural” map here is the diagonal inclusion of the former into the latter. In
fact, this morphism exists in a general category, due to the universal property of the
pullback. <

Prop. (V) 4.0.3. If the kernel pair (P,p,,p,) of f : A — B exists, then p, and p, are
epimorphisms.

Proof. Note that fid4 = fid4 and so by the universal property of the pullback there is
a unique morphism u : A — P such that p;u =id4. Thus u is a split monomorphism
and p; are split epimorphisms. |

Prop. (V) 4.0.4. The following conditions are equivalent for a morphism f : A — B

1. f is a monomorphism
2. the kernel pair of f exists and is (A,id4,id )

3. the kernel pair of f, (P,p,,p,) exists and has p, = p,

Proof. Assume that f is a monomorphism, and select a triple (C,c,,c,) with fc, = fc,.
We immediately have ¢; = ¢, and so may set u = ¢, = ¢, and uniqueness is evident.
Then (2) obviously implies (3) and, assuming (3), given a,b : D =% A with fa = fb there
is a unique arrow u : D — P with b = up; = a. [ |

Prop. (V) 4.0.5. If a coequaliser has a kernel pair, then it is the coequaliser of its kernel
pair. If a kernel pair has a coequaliser, then it is the kernel pair of its coequaliser.

Proof. With the diagram below, consider the following.
A

Al

K

D
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Suppose ¢ = coeq(a, b) and (P, p, q) is its kernel pair. By the pullback property, we have
u:A — Bwith pu =a and qu = b. Suppose further that f : B— D has fp = fq then
we have fa = fpu = fqu = fb and so a unique arrow v : C — D, by the coequaliser
property, with vc = f making ¢ = coeq(p, g) by universal property.

Suppose now that (P,p,q) is the kernel pair of f and c = coeq(p,q). By the co-
equaliser property, we have v : C — D with vc = f. Suppose further that the parallel
arrows a,b : A = B have ca = cb, then we have that fa = vca = vcb = fb and so we must
have a unique arrow u : A — P, by the pullback property, with a = pu and b = qu,
making (P, p, q) the kernel pair of ¢ by universal property. |

There is a final, technical result that we exhibit before addressing the matter at
heart of this section.

Lem. (V) 4.0.6 (Pasting lemma for pullbacks). In the following commutative diagram,
where the right-hand square is a pullback, the left-hand square is a pullback iff the outer
square is a pullback.

ap bC
A B C
D E F
d e

Proof. Suppose that the left-hand square is a pullback and that there is a G with arrows
f:G—>Cand g:G — D such that cf = edg. Then in particular we can view G
has having arrows f : G —» C and dg : G — E onto the right-hand square such that
cf =e(dg), so that there exists a unique u : G — B such that bcu = f and bpu = dg.
Then, we may view G as having arrows ¢ : G — D and u : G — B onto the left-hand
square such that dg = bru and so by the pullback property there exists a unique arrow
v : G — A such that agv = u and apv = g. Consequently, bcagv =bcu = f and apv =g
with ¢f = edg and so the outer square is a pullback.

Now suppose that the outer square is a pullback and that there is a G with arrows
f:G— Cand g:G — D such that ¢f = edg. In this case, there exists a unique
arrow v : G — A such that becagv = f and apv = g. As such, G may be viewed as
having arrows f : G —» C and dg : G — E such that cf = e(dg). Then, by the universal
property of the pullback there exists a unique arrow u : G — B such that bcu = f and
bgu = dg. Observe that agv = u by the uniqueness of this arrow, as bcagv = f and
bragv = dapv = dg by commutativity and universality of v. As such, G may be viewed
as having arrows ¢ : G —» D and u : G — B such that bpu = dg, where there exists a
unique arrow v : G — A such that apv = g and agv = u. [ |
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With that established, we now define a category that straddles the gap between
being algebraic in a structural way and demonstrating desirable properties for certain
objects.

Def. (V) 4.0.7. A category is regular if the following hold
1. every arrow has a kernel pair
2. every kernel pair has a coequaliser

3. the pullback of a regular epimorphism along any morphism exists and is again
a regular epimorphism

Conveniently, and the author assures the reader here that this is no accident, we
have a wealth of ‘good” examples of regular categories. As we can see, abelian cate-
gories are, in particular, regular.

Cor. (V) 4.0.8. In a regular category, the pullback of a composite of regular epimorphisms
is again a composite of regular epimorphisms.

Proof. Let a: A — B and b : B — C be regular epimorphisms and f : D — C be an
arbitrary arrow. Consider the pullbacks

PB 4B
P — B Q— A
P Lb qr . [ a
D — C P — B
f PB

where pp and gp are regular epimorphisms because the category is regular. It is
apparent that we can paste these two diagrams together, and so by lem. (V) 4.0.6 the
outer square must also be a pullback and so gppp : Q — D is the composite of two
regular epimorphisms. n

Prop. (V) 4.0.9. If C is regular, and the kernel pair of f : X — Y is po,p, : P = X, with
c: X — C=coeq(po, p,) then the unique arrow v : C — Y that arises from the coequaliser
via f is a monomorphism. That is, the following diagram commutes.

pO c
P ¢ X — C

P1 o
f ///
// v
4

Y

Proof. Suppose there were parallel arrows g,h: A = C such that vg = vh. We begin by
taking the following pullback,
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qOqu

B——mXxX

‘| Jexe

A——CxC

gxh

Observe that fq, = vcq, = vga = vha = veq, = fq, and so we may derive a unique
arrow u : B — P due to the universal property of the kernel pair, such that p,u = g, and
p.u = q,. With this in hand, we may state that ga = c¢q, = cpou = cp,u = cq, = ha, where
the middle equality arises from the coequaliser nature of c. If it were the case that a
was an epimorphism, then we would have g = h and the proof would be completed.

In order to demonstrate this, we decompose c x c. Note that ¢ x ¢ is the compos-
ite of cxidy : XxX —» Cx X and idgxc : CxX — CxC. Moreover, both of these
morphisms are themselves pullbacks,

7TO Tcl
XxX—X CxX—X
cxidxl lc idcxcl lc
CxX—C CxC——C
o nl

Then, because C is regular, both ¢ xidy and id¢ xc are regular epimorphisms. As
such, cor. (V) 4.0.8 informs us that a : B — A is thus composite of two regular epimor-
phisms and so, in particular, an epimorphism, and the result follows. [

Prop. (V) 4.0.10. If € is regular then every arrow f : X — Y with image has that im f =
C =coeq(po,p.) where py,p, : P = X is the kernel pair.

Proof. Consider the following commuting diagram which we recover through the def-
inition of im f and prop. (V) 4.0.9

pO c
P — X ——

Observe that ghp, = fp, = fp. = ghp, and so hp, = hp, as g is a monomorphism.
Thus we recover a unique monomorphism v : C — im f by the coequaliser property.
Moreover, as v : C — Y is a subobject through which f factors, there must be a unique

monomorphism w : im f — C by the image property. The result follows with little
effort. |

Given this, in a regular category when we speak of image we will in fact be referring
to the coequaliser of the kernel pair, as an appropriate generalisation of image.
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Prop. (V) g.0.11. If C is regular then every f : X — Y can be factored uniquely through
its image as f =iewithi:im f — Y a monomorphism and e : X — im f a regular epimor-
phism.

Proof. Let p,,p, : P = X be the kernel pair of f, and let e: X — im f be its coequaliser.
It is evident that e is a regular epimorphism and, from prop. (V) 4.0.9, that the unique
arrow i :im f — Y is a monomorphism.

For uniqueness, suppose f =ie =i’e’ withi’: I — Y a monomorphism and ¢’: X —
I a regular epimorphism as the coequaliser of k,I : C = X. Note that i’e’p, = fp, =
fpo =i’¢’p, and so e’p, = €'p, as i’ is a monomorphism. Thus, by the coequaliser
property of e we have a unique arrow a : im f — I such that ¢’ = ae. Similarly, as ¢’ is
a coequaliser and iek = fk = fl = iel we have a unique arrow b : [ — im f such that
e = be’. Consequently, e = be’ = bae and so ba = idy, s. Similarly, ¢’ = ae = abe’ and so
ab =id;. All that remains to be done is to note that i’e’ = i’ae = f =iesothati=i'a. W

With the statement of this proof, the reader should be fully convinced that regular
categories afford us one of the key luxuries of abelian categories without requiring
nearly as much of the category in question. In particular then, it should come as no
surprise that

Thm. (V) 4.0.12. All abelian categories are regular.

Proof. Unfortunately, the proof of this matter would lead us too far astray, but the
reader is encouraged to consult [Borg4] for details. |
To do Actually, I could prove this, it depends on 1.7.6, 1.5.7, 1.5.4 but it would probably take too long. (20)

Moreover, we may wonder just how much of our discussion of exactness may be
recovered in the regular case. After all, we do not have any obvious way to speak of
sums or differences here. It may come as something of a surprise then that we are able
to define and prove the following.

Def. (V) 4.0.13. In a regular category, a diagram of the form

p
p
e

q

A—B

is said to be exact when (P, p, gq) is the kernel pair of f and f = coeq(p, g).

Observe that, in the above, f is a regular epimorphism and so by the regularity of
the category, p and g are regular epimorphisms. Of course, given that we know that
abelian categories are regular, we may at this point be wondering whether exactness
as defined above coincides with the standard definition in that context. To answer this
question, and end off this section, we cite a result given in [Borg4] which shows that it
is indeed the case.
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Thm. (V) 4.0.14 (Borceux). In an abelian category,

p
P—_—2A——B

q

is exact (in the above sense) iff the following is a short exact sequence

o p ) A@A(f _f)B o)

Thus we have seen that it is possible, on the shoulders of weaker assumptions, to
recover the unique epi-mono factorisation of morphisms and even provide a means
(though perhaps less generally useful) of discussing exact morphismes.



VI. Appendix

1. Elementary notions

1.1. Godement product

The observant reader may well note that, upon close inspection, there appear to be two
ways in which we may compose natural transformations. If  : F - Gand : G - H
are natural, then we may well define fa with components (fa)_ = f_a_. This ordinary
composition is known as vertical composition, for obvious reasons. However, if we
have a : F —» G and f: R — S with R, S composable on F, G, then there ought to be
a way to compose f with a to find a natural transformation RF — SG. This to-be-
defined composition is known as horizontal composition as we are composing along
the direction of the functors, horizontally.

Def. (VI) 1.1.1. Given two pairs of parallel functors F,G: 3 =2 C and R,S: C = D,
and two natural transformations @ : F — G and y : R — S, we define the Godement
product (horizontal composite) y * @ : RF — SG to be the natural transform with com-
ponents

(¥ *a)p = ygpRap = Sagyrs
Remark (VI) 1.1.2. It is a simple exercise to verify that the definition made above is

valid. That the two expressions claimed to be equal are as such, follows simply from
the naturality of y (or «), that is for B € Obj 1> we have

VFEB
RFB— SFB

RaBl lSaB

RGB —— SGB
YGB

To see that y+a is indeed natural one need only consider the obvious naturality squares
for A,Be Objb and f : A — B and paste them together.
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as
FA——GA

/ Ff / Gf
VEA Sapy

RFA SFA ‘ SGA

M—LGB

REf (7= a)A/ Scf/
YFB J Sap

RFB SFB SGB

\_/

(y=a)p

Prop. (VI) 1.1.3. The Godement product is associative.

We will not belabour the proof here, as it is merely an exercise in drawing nat-
urality squares and is neither illuminating nor beneficial. However, the doubtful or
curious reader is encouraged to explore the details.

Prop. (VI) 1.1.4 (Interchange law). Given the following arrangement of functors and
natural transforms

F R

TRV aRTEN

B G C S D
e SN e S

H T

it is the case that (0o y)*(Boa)=(0*p)o (y *a) as natural transformations RF — TH.

Proof. There is a large, 9 x 9 naturality diagram that may be drawn to fully appreciate
the situation, but it is sufficient to consider the commuting diagram given below, to-
gether with the formulaic expansions of the quantities under consideration. Observe:

VGB
RGB — SGB

RﬁBl lsﬁB

RHB — SHB
VHB
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((6oy)*(Boa))p=0upyupRPpRag =06upSPryceRag = ((6*p)o(y*a))p
|

In certain cases, the Godement product can be a clumsy formality whose meaning
can be expressed in simpler terms. In particular, in a product containing idp we simply
write F itself and elide the intermediate %, for example, id; *7 *idg becomes LtR. This
notation suggests of itself the behaviour of the composite natural transforms in that
(Ra)p = Rag and and (yF)g = Ypp-

In fact, this notation is suggestive of a ‘factorisation law’ governing our rules for
juxtaposition of functors and natural transforms. Behold,

Cor. (VI) 1.1.5. (aF)(BF) = (apf)F and (Ga)(GB) = G(ap).

Proof. Recall that (aF)o (BF) = (a *idf) o (B *idf) so that a simple application of the
interchange law gives (a o ) *(idp oidg) = (a o f)F. The second result follows similarly.
[ |
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1.2. When are two things the same?

To do Equality, isomorphism, equivalence of categories (21)
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1.3. Terribly boring things concerning limits and colimits

Def. (VI) 1.3.1. A category C is finitely complete if it has all finite limits.

The careful reader may be wondering why the finiteness is emphasised so much in
the definition, and indeed whether the case of ‘full completeness’, having literally all
limits, is of any direct interest.

Surprise (VI) 1.3.2

A category in which literally all limits exist is necessarily thin. The proof of this
result is a rather simple cardinality argument. Suppose that literally all limits
exist, and further that there are two, distinct, parallel morphisms C = D in the
category. It is a simple matter to see that there must be 27| morphisms C — [, D
for indexing set P. For the contradiction, set P = MorC and note that |P| < 12| to
find that there cannot be two, distinct, parallel morphisms between any two given
objects.

Prop. (VI) 1.3.3. If a category has binary pullbacks and a terminal object, then it has
binary products and equalisers.

Proof. To find the product of A, B € ObjC, consider the pullback of A — 1 « B. Itis
apparent that if P has arrows to A and B that the extension to 1 equates the composites
and so P has a morphism into the pullback. To find the equaliser of parallel arrows
f,g: A = B, consider first the pullback of A — B « A to retrieve p,,p, : Axg A =3 A.
By the universal property of A x A, there is a unique morphism (p,,p,) : AxgA —
A x A. Taking the pullback of {p,,p,) and (id,id) readily gives the equaliser of f and
g. |

Prop. (VI) 1.3.4. A category is finitely complete iff it has binary products, equalisers and
a terminal object.

Proof. Note that the existence of binary products implies the existence of all finite
products and that the forward implication is trivial. Then, in order to find the limit
of a functor F : B — € with 1 nonempty, we consider the equaliser of the following

parallel morphisms
ap: || FB= || Feodo
BeObj B beMor B

where aj, = FbTtpgomp and By = Tpeodp induce a and . We observe that the equaliser,
e: L — [peopjs FB, must have aye = Bye and so Fbo Fdomboe = Fcodb o e for every
b € Mor . Consequently ¢ = FBe is a cone for L, and it is a simple matter to see
that it is the terminal cone, and thus the limit of F. If 1 is empty, then the limit is the
terminal object. |

Cor. (VI) 1.3.5. A category is finitely complete iff it has binary pullbacks and a terminal
object.
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2. Additive completions

A specific case of adjoint functors as they arise “in nature” is the following.

Def. (VI) 2.0.1. The Grothendieck group GM of a commutative monoid M is the
abelian group such that there exists a monoid homomorphism i : A — G which is
universal with respect to the following property

i
M —— GM

fl
7 u
'3

A

where A is an abelian group, f is a monoid homomorphism, and u is a group homo-
morphism.

Remark (VI) 2.0.2. There are several, equivalent ways to see that the Grothendieck
group of a commutative monoid always exists, perhaps the most straightfoward of
which is to define G = M x M/ ~ where (a,b) ~ (¢c,d) < (ke M)a+d+k=b+c+k,
and the group structure on the quotient as obvious. From this particular construction
it is clear that M is cancellative iff i : M — G is injective. <

Given the above remark, we are motivated to rewrite the definition in terms of the
‘forgetful” functor U : AB — CMoN so as to restate the Grothendieck group in terms
of more familiar language. Thus, wee see that the Grothendieck group map on objects
G : CMonN — AB has the following universal property

i
M—UGM GM

A

|
|
v
UA A
and so, as we know, G extends to a functor and as a simple consequence,

Prop. (VI) 2.0.3. G4 U : CMoN — As

Proof. Prop. (I) 3.0.2 (3). |

To do This is all probably wrong given that the monoids are not cancellative! (22)

Prop. (VI) 2.0.4. Every semi-additive category canonically gives rise to a related additive
category on the same objects — the “additive completion”.

The proof of this matter is not especially difficult or interesting, but does involve
many small computations and details. The reader is made aware of as many of these
as seems reasonable, but routine computations are largely omitted.
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Proof. Let € be semi-additive, and define the additive completion C* to be the cat-
egory defined to have objects ObjC* = ObjC and morphisms C*(A,B) = GC(A, B),
where G 4 U : CMon — AB is the Grothendieck group functor, and where we consider
the morphism sets to bear the canonical commutative monoid structure (prop. (III)
2.0.17).

We first show that C* is a category. To do so, we define composition in C* to be the
composite

o = GE(B,C)® GE(A, B) 5 G(C(B, C) @ C(A, B) =5 G (4, C)

where 7 is the evident natural isomorphism (due effectively to the cocontinuity of G,
dual of prop. (I) 3.0.8). In terms of the construction, we claim that this translates into
the composite of the following maps

(1@, b)) [, d)]) V5 [((@,0), (b, d)] ) [(ac + bl ad + be)]

We must check that our given expressions of 7 and G(io) are well defined and satisfy
the necessary universal properties before concluding the definition of o*.

In the case of the first map it is a simple exercise to verify that [((a,¢),(b,d))] =
[((a’,¢),(b,d")] < ([(a,b)],[(c,d)]) = ([a’,b"],[¢’,d’]) and a straightforward exercise
to check the naturality.

For the second, we check first that it is well defined. To do this, we show only that
((a,b),(c,d)) ~ ((a’,b),(c’,d)) implies (ab+ cd,cb +ad) ~ (a’b+ c’,c’b +a’d) as the other
implication follows symmetrically, and combined via transitivity they give that the
map is well defined. To that end, consider that the data contained in ((a,b),(c,d)) ~
((a’,b),(c’,d)) is essentially the equation a + ¢’ = ¢+ a’. With this we note that (a+¢’)b +
(c+a’)d = (c+a")b+(a+c")d = ab+cd+b'b+a’d = cb+ad+a’b+c’'d = (ab+cd,cb+ad) ~
(a’b+c’,c’b+a’d). Ergo the map is well defined.

To show that the map given is actually G(io) we must show that the correct univer-
sal property holds, that is, that the following diagram commutes.

C(B,C)oC(AB) ' UG(C(B,C)oC(A B))

o [ [UG(io)

C(A,C) , UGC(A,C)
1

To do so, we simply chase (g, f) about the diagram. Counter-clockwise we find (g, f)
gf — [(gf,0)] and counterclockwise we have (g, f) — [((g, f),(0,0))] = [(gf,0)] and so
we conclude that o™ is well defined.

Now that composition is defined, we must check that it is associative and unital
in the proper manners. Through a straightforward computation on elements, asso-
ciativity may be verified to hold as a result of the commutativity of addition and the
distribution of composition (in €) over it. Finally, a quick computation shows that
[(id4,0)] is respected as the identity under o* making C* into a category.
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To complete the proof we must demonstrate that C* is As-enriched and has all
finite biproducts. In order to show the first requirement we must demonstrate that
o" is bilinear on the biproducts of morphism groups in C* as this would allow us to
recast composition over tensor products and so give As-enrichment.

Verifying this amounts to showing that n[(a,b)] o™ [(c,d)] = [(a,b)] o™ n[(c,d)] for any
n € Z and arbitrary composable arrows [(a,b)] and [(c,d)]. Doing so is a straightfor-
ward exercise, but once again depends crucially on the distributivity of the underlying
composition over addition (in particular, that a(nc) = nac).

To show that C* has all finite biproducts, we note that the objects P A; still ex-
ist within C* and the map i : €(A,B) - UC"(A, B) is a monomorphism. Thus, any
relations between projections and inclusions in € carry over (via i) to C*. |

Remark (VI) 2.0.5. There careful reader will note that our inspired choice for the defi-
nition of composition in the additive completion arises from

io € CMon (C(B,C)& € (A, B), UGC(A,C))
~AB(G(C(B,C)®C(A,B)),GC(A,C))
~AB(GC(B,C)®GC(A,B),GE(A,C)) 30"

where the first isomorphism is due to the adjunction G 4 U and the second is due to
AB(t,GC(A, C)). <

Prop. (VI) 2.0.6. Every semi-additive category admits a canonical functor to its additive
completion, which is faithful and bijective on objects.

Proof. Let € be semi-additive and define + : € — €™ to be the map +A — A on objects,
and +f +— if on morphisms. Note that although strictly speaking the codomain of i is
a commutative monoid, it also has a group structure and so can equally well be seen
as a group. Finally, it is apparent that + is a functor and further that + has the claimed

. . . . . 1 1ve!
properties as the morphism monoids in € are cancellative T d0 They are not necessarily cancellative! (23)
|

To do Part of an adjunction © 4 U : SApp — ApD? (24)
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3. REL, a treasure to behold

To do (25)

Def. (VI) 3.0.1. The category of relations, Ret, is defined to be the category whose
objects are sets and whose morphisms r : A — B are relations r C A x B. The identity
morphisms are given by the diagonals id4 = {(a,a’) € A x Ala = a’} and composition is
simply composition of relations.

It is easy to verify that composition is associative and the the diagonal (discrete)
relations are the units of composition. A first curious feature of ReL is enabled by
the classical notion of the opposite relation. Recall that given a relation r C A x B,
we may form the opposite relation r™* = {(b,a) € Bx A|(a,b) € r} C Bx A and thus
r € REL(A,B) & r~ ' € Rer(B,A) = ReL°P(A, B). This simple observation all but proves
the following result, which will be of some use later.

Prop. (VI) 3.0.2. ReL = ReLP

Proof. Define F : Rer — ReL°? on objects to be the assignmentA +— A and on mor-
phisms r: A — B let Fr be the assignment r + r~*, where ™' is the opposite relation.
As (r™*)™" =r, clearly F admits an inverse assignment on morphisms (and trivially on
objects) and so it remains to be shown that F is a functor.

Letr:B— Cands: A — Bbearrows in ReL and expand definitions to find F(ros) =

(ros) ' =s'or ' =r 1o s =Fro° Fs as desired. [ |
Remark (VI) 3.0.3. Categories which are equivalent to their opposites are sometimes
referred to as self-dual. <

This result ensures that whenever a limit exists in Rer, the associated colimit exists
and visa versa. With that, a first step towards understanding the category is examining
the nature of monomorphisms and epimorphisms in ReL. Of course, we need only
obtain an explicit description of one these and the other may be obtained by passing
to the opposite relation.

Prop. (VI) 3.0.4. An arrow r: A — B in ReL is an epimorphism iff the following hold
1. Ybe B[da€ A[(a,b) e r]]
2. Yae A[Vb,b" € B[ (a,b)erA(ab)er = b=1"]]

Proof. Suppose r : A — B was an epimorphism, and that (3b € B)(Va € A) (a,b) ¢ r.
Consider then the arrows p,q: B = {0, 1}, given by p = {(b,0)} and g = {(b, 1)}. It is easy
to see that pr = ¢ = gqr but that p # ¢, a contradiction and thus the first condition holds.
To see the second condition, suppose to the contrary that there exists some a € A for
which there exist distinct b,b” € B with (a,b),(a,b’) € r. Let p,q : B= {o} be the distinct
arrows p = {(b,0)} and g = {(b’, 0)}, but we have that pr = {(a,0)} = gr, a contradiction.
For sufficiency of the conditions, suppose that there were arrows p,q : B = C such
that pr = qr and take (b,c) € p. By assumption there exists an a € A such that (a,b) e r
and so (a,c) € pr = gr. Thus there exists a b’ € B such that (a,b’) € r A (b, ¢) € g, but by
assumption b = b’ so that (b,c) € g and p C q. Symmetrically we find q C p and thus
pP=4q u
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Dualisation yields the description of monomorphisms in ReL.

Cor. (VI) 3.0.5. An arrow r: A — B in ReL is a monomorphism iff the following hold
1. Yae A[Ab € B[(a,b) € r]]
2. Ybe B[Va,a’ € A[(a,b)erA(ab)er = a=d]]

While trivial, this classification is nevertheless inelegant and is afforded a better
form through the means of the following small observation.

Prop. (VI) 3.0.6. The assignment P : ReL — Set given by PA = [A,2] on objects and
(Ps)A’={be B|Aa€ A’[(a,b) €s]} for s: A — Band A’ C A extends to a faithful functor.

Proof. It is immediately clear that Pid4 = idps and that P(rs) = PrPs holds follows
from the definitions.

To see that P is faithful, suppose that r,s : A = B had r = s, and without loss of
generality, specifically r \ s # ¢. For any (a,b) € r \ s, it follows that b € Pr{a} but also
that b ¢ Ps{a} and so Pr = Ps. [ |

Note that, by construction, Pr¢ = ¢ for every relation r and so this functor is not
full. We are now in a position to restate the result of prop. (VI) 3.0.4 more succinctly
by means of P.

Prop. (VI) 3.0.7. An arrow s: A — B is an epimorphism iff the function Ps is a surjection.

Proof. This follows from definitions. |
We shall return to this functor after establishing some results about limits in ReL.
An easy first result is in this direction is that Rer has a zero object, ¢ — of course,

it has a zero object iff it has an initial object iff it has a terminal object as it has zero

morphisms (the empty relation), and is also self-dual (either is sufficient in general).

However, we can do better than this,

Prop. (VI) 3.0.8. ReL has all small products.

To do (26)
Before we prove this, however, a few small technical results will be of use.
Lem. (VI) 3.0.9. Let (A;); be a collection of sets indexed by a set I, and A = |J(A; x {i})

their disjoint union. If ; : A — A; denotes the relation 7t = {(a’,a) € AxAy|a’ = ipa} where
1+ Ax — A are the usual set injections, then the following hold

1. Yk, k' €I[Y(a,a’) e Ay x Ap[pa=1pwa = k=k'Na=a"]]
2. Ya' € A[Ak e I[Ja € Ax(a’,a) € 7]]

Proof. Both of these follow easily from definitions. [ |
To do (27)

We are now in a position to prove prop. (VI) 3.0.8 via explicit construction.
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Proof (prop. (VI) 3.0.8). Let (A;); be a collection of sets indexed by a set I, we will
show that (A = J(A; x {i}, r;) with 7; as above is a product in Rer. First observe that
A € ObjReL, so that it remains to be seen that (4, 7t;) has the correct universal property
for the product.

Let X be a set with arrows f; : X — A;, and consider that we may construct (f;) :
X > Aas(f;y={(x,a")e XxA|Tk eI [Jac Ai[a’ = aA(x,a) € f]]}. We first verify that
(f;) has the correct pro]ectlons

0l fi) = {(x,a) € X x Ax|Ta’ € Al(x,a’) € {f;) A (d’,a) € T, ]}
{( ,a) € X x Ap|3a’ € Ala’ = pa ATk €1 [Fa” € Agla’ = ia” A (x,a”) € fi]]]}
={(x,a) € X x Ak|(x,a) € fi} = fi

where we have made use of lem. (VI) 3.0.9 (1) in the last equality. With existence
confirmed, we check uniqueness. Suppose that there was g: X — A with 7, ¢ = f;, and
consider

(x,a’) €(f;) & Tk el[Aac Ai[(d,a) € T} A (x,a) efk—nk(ﬁ) dll
& Jdkel[dac A(a’,a )Gnk/\Ha € Al(x,a”’)egn(a”,a) e m]]]
lem. (VI) 3.0.9 (1)
— dkel[dac Ail(d,a) e i A(x,a’) € g]]
— (x,a)egnTkel[Fac Ar(d,a)eny] & (x,a')eg

where we have used lem. (VI) 3.0.9 (2) in the last transformation. Thus (f) = g and
(A, mt;) is a product. ]
Using prop. (VI) 3.0.2 we can immediately conclude that Rer has all small biprod-

ucts —in fact, the biproducts here are strong in the sense that the isomorphism between
product and coproduct (as constructed above) which gives the biproduct is an identity.

Cor. (VI) 3.0.10. ReL is canonically enriched over CMoN.

Proof. Props. (VI) 3.0.2 and (III) 2.0.17. |

Remark (VI) 3.0.11. It may entertain the reader to actually compute the commutative
monoid structure. Recall that for parallel arrows r,s : A = B, their sum was defined to
be the composite r +s = Vg(r®s)Ay, where Ay : A > A®A and Vg : B&B — B are the
canonical codiagonal and diagonal arrows respectively and r @& s = (rm,smw) = [ir,1s]. In
our case, these specialise to the sets Ay = {(a,a’) e Ax(A®A)|a’ = (a,0)Va =(a,1)},
Vg=Ap 'and s&r =S UR where

R ={((a,0),(b,0)) € (A®A)x(B®B)|(a,b) e}
S ={((a,1),(b,1)) € (A®A) x (B& B)|(a,D) € 5}

so that we ultimately find s+ r = s U r. This obviously endows ReL(A, B) with a com-
mutative monoid structure and as we well know leads to an enrichment of Ret, but
the curious reader may wonder about the evident ‘dual’ structure on those same sets,
viz., s+’ r = sNr. While this is a valid structure for each morphism set individually,
we note carefully that composition does not form a monoid homomorphism — a min-
imal counter-example is found by considering the relations r = {(a,0)},s = {(4,1)} and
t ={(o,b),(1,b)} so that t(rNs) = ¢ but trNts ={(a,b)}. <
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With an understanding of the biproduct structure of ReL established, we return to
the functor P : REL — SeT. Note that there is an obvious embedding of Ser into ReL by
given by taking each function to its graph, and so we have a pair of functors between
REL and SEeT.

While we have seen that P is not full and so this pair cannot be an isomorphism of
categories, the possibility of the existence of an equivalence or adjunction. We check
the latter first as it is a weaker condition, but we must first dispense with a question
of asymmetry inherently present when dealing with adjunctions, viz., which functor
could be the left adjoint?

Recall that, by prop. (I) 3.0.8, were G to be a right adjoint it would have to be
continuous and so in particular G1 = 1 would have to be a terminal object in ReL; an
immediate failing. On the other hand, this is no obstruction to the cocontinuity of G
and a simple check reveals that the cardinality of the image of a biproduct matches the
cardinality of the product of the images of the sets. We interpret this as an invitation
and state

Prop. (VI) 3.0.12. G4P:SeT — REL

Proof. We will give a binatural isomorphism. Let a4 p : REL(GA, B) — SeT(A, PB) be
the assignment r — ar where ara = Pr{a} = {b € B|(a,b) € r} and conversely define
Bap : SET(A,PB) — ReL(GA, B) to be the assignment taking function f to the relation
Bf ={(a,b)e AxB|be€ fa}, thatis, (a,b) e pf < be fa.

With this established is a simple matter to verify that, for any function f : A — B
and relation r : A — B, aspPapfa =1{b € Bl(a,b) € f} ={b € B|b € fa} = fa and
(a,b) € Bapaapr < b e agpra={be B|(ab) er] < (ab) e r so that these
assignments are inverses. Binaturality of these families of isomorphisms follows easily
by expanding definitions, and in what follows we largely elide subscripts for clarity.

In the case of a we wish to show that, given a function f : A’ — A and a relation
s: B— B’, we have the equalities SET(A, Ps)ay p = a4 ' REL(GA, s) and SET(f, PB)a p =
ay pReL(GS, B).

Fixing a relation r : A — B and expanding the first to-be equality, we find that
the left composite produces the function a(sr) whose action on elements is a(sr)a =
P(sr){a}. The right composite gives the function Psar whose action on elements is
Psara = PsPr{a} = P(sr){a} and so the equality holds. In a similar manner, the second
to-be equality produces the functions arf and a(rGf) from the left and right com-
posites respectively. On arbitrary a’ € A’ we have the chain of equalities a(rGf)a’ =
P(rGf){a’} = PrPGfla’} = Pr{fa’} = arfd’, thereby giving the naturality of «.

Then, the naturality of g requires that the identities REL(GA, )B4 = f4,5'SET(A, Pr)
and ReL(Gg,B)Bap = PapSET(g, PB) hold, for arbitrary function g: A” — A and re-
lation r : B — B’. In the case of the first pair of composites, taking any f : A —
PB we find the relation B(Prf) defined by (a,b’) € B(Prf) < b’ € Pr(fa) where
Pr(fa) = {b € B'|3b € fa[(b,b) € r]). Thus (a,b’) € B(Prf) iff Ab € fa[(b,V’) € r] iff
b € B[(a,b) € Bf A (b,b’) € r] but this is simply the statement (a,b") € rBf, and so the
first equality holds. For the second pair of composites, taking f as before, we find the
relation BfGg defined by (a’,b) € BfGg < Ja e A[(a’,a) € Gg A (a,b) € Bf]. Using
(a’,a) e Gg & a=ga’and (a,b) € pf & be faweseethat(a,b)eBfGg & be
fga' < (a’,b) € B(fg), thereby concluding the proof. ]
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This result allows us to ask many questions of the relationship between the two

categories.
To do (28

To do (29
To do (32
To do (34

To do (30) To do (31)

)
)
) To do (33)
)

100



Bibliography

[Borg4] FE. Borceux. Handbook of Categorical Algebra, volume II. Cambridge University
Press, 1994.

[Fre64] P.]J. Freyd. Abelian Categories. Harper and Row, 1964.

[JS68]  A.Joyal and R. Street. Braided monoidal categoreis. Macquarie Math Reports,
(860081), 1968.

[Kel82] G. M. Kelly. Basic Concepts of Enriched Category Theory. Number 64 in Lecture
Notes in Mathematics. Cambridge University Press, 1982.

[McLgo] C.McLarty. The uses and abuses of the history topos theory. Brit. J. Phil. Sci.,
31:351-375, 1990.

[MLg7] S.Mac Lane. Categories for the Working Mathematician. Number 5 in Graduate
Texts In Mathematics. Springer, 2nd edition, 1997.

[Rie11] E. Riehl. A leisurely introduction to simplicial sets. Personal website, http:
[ /www.math.harvard.edu/~eriehl/ssets.pdf, Aug. 2011.

101


http://www.math.harvard.edu/~eriehl/ssets.pdf
http://www.math.harvard.edu/~eriehl/ssets.pdf

[l

[

O o 0O o o o o

O o 0o oo oo g o g

[

To do...

1 (p. 8): Can this be phrased as an isomorphism of categories or
objects?

2 (p. 9): Remark about explicit cue<srepr formulation, this should
possibly come after adjunction.

p. 16): Adjoint functor theorems
16): Reflective subcategories?

16): Free-forgetful adjunction

o\ Ul

16): Kleisli, Eilenburg-Moore?

co N

3

4 (p. 16)

(p- 16)

(p- 16): Anything that will prove useful later
(p- 16)

(p- 21): Show this isomorphism is unique

(p-

9 35): This is probably false, or else needs to be checked for a
monoidal isomorphism.

o (p. 36): Free small category
11 (p. 39): Category object
12 (p. 39): Internal functor
13 (p- 39): Internal nat as right adjoint to product?
14 (p. 51): Strict 2-categories are Cat-enriched categories
15 (p- 51): Monads from 2-cat perspective
16 (p. 52): Horizontal categorification of monoidal
17 (p. 52): Use proofs from category object
18 (p. 52): Monad here is internal category

19 (p. 52): Work out what this is, and how a monad here is a cate-
gory enriched over C.

20 (p. 86): Actually, I could prove this, it depends on 1.7.6, 1.5.7,
1.5.4 but it would probably take too long.
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O o 0o o o o

21 (p. 91): Equality, isomorphism, equivalence of categories

22 (p. 93): This is all probably wrong given that the monoids are
not cancellative!

23 (p- 95): They are not necessarily cancellative!
24 (p. 95): Part of an adjunction * 4 U : SApbp — ADD?

25 (p. 96): Make mistake of defining objects to be relations, talk
about philosophy.

26 (p. 97): Make mistake of products to be cartesian product, come
back to this for monoidal.

27 (p- 97): Does a general coproduct in SET have the properties I
want? n-lab only talks about using disjoint union...

28 (p. 100): Work out representability, free/forgetful, monad, alge-
bra on monad, Kleisli category in this case. What else can we do
with an adjunction?

p. 100): What is a monad in Ret, hint, I think it’s something
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